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Introduction

Last July, I got diagnosed with malignant eye cancer. Thankfully, it was
early stage, and as I’m writing these lines, I’m undergoing medical therapy
with extremely high chances of success.

The cliché is that this brief encounter with death would have led me to live
every day as if it were the last. It didn’t. It never does.

People who are reminded of their mortality are often shaken up from their
routine, yes, but never really live their day as if it were the last one.

1

Because doing so would be suboptimal if there’s more than one day left.

In fact, all our decisions are underpinned by an implicit assumption of a
time horizon to optimize for. Whether to do unpaid work is influenced by
how long we think a work relationship will last. Whether to marry our
romantic partner is influenced by how long we believe our love will last.

2

Time horizons are the bases of our decisions – and of our regrets. Live
as if you would die tomorrow, and you will regret not having pursued long-
term engagements (such as fulfilling professional ambitions, building a
family, and so on); and live as if you couldn’t die and you will regret not
having done what you can’t do anymore.

Getting the time horizon right is fundamental for a life with few regrets.
Sadly, there’s too much variance and too many unknowns for us to get it
reliably right. However, we can improve our outcomes by understanding
the effect of time and variance on our choices – and taking choices that
don’t need our guess to be exact to work out.

Ergodicity explains that; and reading this book will help you take better
decisions – decisions that don’t ignore time but leverage it, decisions that
minimize regret and yet maximize long-term potential.





A note about this book

I wrote this book to explain the relevance of ergodicity to readers interested
in its practical applications but not in its mathematical foundations.

This book is not a comprehensive guide on ergodicity. Other manuscripts do
a better job on the dimensions of precision and theoretical completeness.
They are meant for the academic public. Instead, I chose to let a different
readership enjoy an understanding of ergodicity.

In the inevitable tradeoff between formal precision and accessibility, I
favored the latter. Therefore, this book contains sentences that are correct in
their practical meaning but technically imprecise. I use footnotes to
reference justifications and more precise formulations.

Sometimes, I edited quotes for punctuation. Emphasis is always mine.

Enjoy this book!



Any questions?

Feel free to email me at Luca@Luca-Dellanna.com

mailto:Luca@Luca-Dellanna.com


Share your learnings!

It’s okay, encouraged even, to share on social media quotes or screenshots
of a few paragraphs from this book (mentioning the author and title). That
said, it’s obviously not okay to share full chapters or the full book.
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Part 1
Losses absorb future gains

Ever since a young age, we are taught that a cost-benefit analysis determines
whether it is a good idea to do something. If the gains are larger than the
losses, then go ahead.

The real world begs to differ. There are cases in which it is a terrible idea to
do something whose gains are larger than its losses.

3
 The next chapter tells

the story of how my cousin learned this lesson during his short-lived career
as a professional skier.



Chapter 1.1
It is not the fastest skier that wins races

My cousin was born in a mountain village in the French Alps. Like many
there, he learned to ski before reading. I am a good skier, but I remember
the humiliation when I was 14 and he was 6, seeing him surpass me, swift
as a bullet. At a young age, he made it into the World Championships for
his age bracket. Boy, he was fast!

His career ended abruptly a decade later, one leg injury at a time, until he
had to retire before his twenties. From him, I learned that the skiers that you
see on TV, the fastest racers in the world, didn’t get there because they were
the fastest.

They got there because they were the fastest of those who didn’t get injured
into retirement.

In skiing, and life in general, it is not the best ones who succeed. It is the
best ones of those who survive.



Chapter 1.2
Performance vs. survival

In theory, performance determines success. The fastest skier wins the race,
and the most performing employee becomes the most successful one.

In practice, performance is subordinate to survival. It is the fastest racer
of those who survive that wins races, it is the highest performing employee
who doesn’t burn out that becomes the most successful, and so on.

I’m not just making the banal point that survival matters. I’m saying that it
matters more than performance.

4
 On the next page, let’s run the numbers.



Let’s imagine that every time my cousin participates in a skiing race, he has
a two-in-ten chance of winning it, and a two-in-ten chance of breaking his
knee.

5
 How many races will he have won, on average, at the end of a

championship consisting of ten races?

The naïve answer is two races. That is the product of the number of races,
ten, times the probability of winning each, two-in-ten. This would be
correct if the race outcomes were independent of each other. However, in
reality, if he breaks his knee during a race, he misses the following ones.

So, he can participate in the second race only if he didn’t injure his legs
during the first one. He can participate in the third race only if he didn’t
injure his legs in the previous two ones, and so on. His chances of
completing all ten races are pretty slim – only 11%.

6
 If we take the time to

compute his chances to participate in each race, we discover that his
expected number of wins is less than one.

7
 This is fewer than the two wins

we would expect if injuries didn’t prevent him from participating in
subsequent races.

The point is, in a single instant of time, pure performance is all that
matters. Instead, over a prolonged period of time, survival dwarfs
performance.



We can only observe The long-term outside of the short-term

There is a difference between what matters when we consider narrow
intervals and what does when we consider broader ones. Over the short
term, consequences that apply beyond the short-term do not matter.
Over the long term, they do.

In my cousin’s case, the broken leg preventing him from competing in future
races is a “phantom consequence” that is not observable in the short term but
affects the long term. If we make decisions based on what happens over
narrow intervals and forget about these “phantom consequences,” we will
make bad decisions.

8
 Ergodicity is the study of these phantom

consequences.
9



Irreversibility absorbs future gains

The explanation for the skier paradox is that, whereas my cousin had a
chance to win each race, he is not guaranteed to race all of them. Any major
injury prevents him from participating, causing him to forego expected
future gains.

In general, we can say that in any repeated activity, irreversibility absorbs
future gains. This means that you cannot extrapolate future outcomes from
solely the expected outcomes of the activity performed once. You also need
to consider the impact of irreversible consequences.

For children, falls, fights, and mistakes in general tend to have more
reversible consequences than for adults. Sometimes I wonder if part of the
nostalgy that many have for childhood is nostalgy for reversibility.



Sustained performance

Of course, what I mentioned so far is about long-term performance, not
short-term one. However, in many venues of life, the two are more similar
than apparent.

For example, winning a single race is an instance of short-term
performance. A good racer can just “risk it all” and win, with a bit of luck.
However, to become good enough a racer to be able to even attempt it with
some chances of success, long-term performance is necessary too.

Too often, we observe a snapshot of someone’s life and believe that we
witnessed a piece of short-term performance. But if practice is required
to get to a place where one can attempt that, then what we are really
observing is long-term performance. A professional skier in his 30s
successfully managed risk in the previous decades – no matter what he
seems doing in this one race we’re observing.



Practical applications

If you practice yoga, do not attempt to reach the maximum amount of
stretch per session.

10
 Instead, maximize the amount you can achieve without

risking any major injury.
11

 One is enough to prevent you from practicing
effectively for months or even years.

If you are a salesperson, do not attempt to make the most sales this quarter.
Instead, aim to sell as much as possible without risking your reputation and
your brand’s.

If you have a job, do not attempt to work as hard as possible. Instead, work
as hard as you can without risking your health, marriage, or mental sanity.
These three are damn hard to recover once lost.

12

More in general, in any endeavor in which success depends on you
accumulating some kind of resource (money, skill, connections, trust

13
,

etc.), do not maximize growth regardless of survival. Instead, maximize
growth that conserves survival.



The sweet spot

The above is not an invitation to excessive prudence. Yes, until you
experience pain, you do not know where the boundary is. And yes, going
too slowly comes with problems too.

Rather, the above is an invitation to distinguish between calculated risks
whose consequences you can recover from and recklessness whose
consequences might permanently debilitate you. There is a sweet spot
where you expose yourself to the former but not the latter

14
, and that’s

a good place to aim.

Of course, easier said than done. Moreover, some people feel such a strong
desire to achieve a risky goal that they might feel that not doing it would
permanently debilitate them. That’s fine. This book wants to be informative,
not prescriptive. It aims at giving you the tools to make informed decisions,
not at making decisions for you.



the path forward

So far, I’ve talked about irreversibility in a rather abstract way. The next
chapter presents a quantifiable example: Russian Roulette.



Chapter 1.3
Russian Roulette

If you are reading this book, you probably never played Russian Roulette. It
is a gambler’s game of the riskiest kind. The player takes a gun, empties the
cylinder, and puts back a single bullet. Then, he spins the cylinder to
randomize the position of the bullet. Finally, he takes the gun to his head.
After staring at death for a few seconds, he pulls the trigger. If he survives,
he collects a prize, usually in the tens of thousands of dollars. (Obviously, do
not try this at home, or anywhere else.)

The reason I’m writing about Russian Roulette is that some people are
terrible at judging its odds. They then apply the same mistake to other areas
of their life, such as their relationships or careers, with disastrous
consequences. Let’s see if you can guess better than them.

Usually, the game is played with a six-holes cylinder. This means that when
the player pulls the trigger, he has a one-in-six chance of dying and a five-in-
six chance of winning. Let’s imagine that the prize for a win is $6,000. How
much money are you expected to win if you play Russian Roulette once?

The right answer is $5,000. That is the prize, $6,000, multiplied by the
chances of winning, five-in-six. Now, a harder question. How much are you
expected to win if you play Russian Roulette a hundred times?

A back-of-the-napkin calculation would yield $500,000. That would be
$5,000 (the expected winnings for a single play) multiplied by 100 (the
number of plays). However, this answer is wrong.

The correct answer is $0. After 100 rounds of Russian Roulette, you’re
almost certainly dead and unable to collect any winning.

15





The chart below shows you the expected returns after playing Russian
Roulette multiple times. As you can see, returns quickly plummet.

In particular, in the first part of the curve, returns increase. For example,
after two plays, you win double the money but only decrease your chances
of survival by one-in-six compared to playing once.

However, after a bit, the returns stall. For example, by playing a sixth time,
your winnings in case of survival become 6x instead of 5x, a 6/5 multiplier,
but your chances of survival decrease by one-in-six, a 5/6 multiplier. The
two multipliers are reciprocal, so they cancel each other.

After that, the returns decrease. For example, by playing a seventh time,
your winnings in case of survival become 7x instead of 6x, a 7/6 multiplier,
but your chances of survival still decrease by one-in-six, a 5/6 multiplier. 7/6
multiplied 5/6 makes 35/36, which is lower than one, so returns decrease.
Afterward, it’s all downhill. 40/42, 45/48, 50/54, …

The previous thought experiment comes from Nassim Nicholas Taleb’s
“Skin In The Game” and clearly shows the link between ergodicity and



irreversibility.

People who replied “$500,000” to the previous question assumed that
death in one round just means that no winnings are collected during
that round, but future rounds are still winnable. In Russian Roulette,
however, one loss means that you also forego all future gains. Losses are
irreversible and extend in the future.

Sadly, relationships, careers, investments, and sports often share this
undesirable property. For example, relationships are like Russian Roulette in
the sense that they grow stronger over time, but only if you get to spend time
with your partner. If, one day, you break their trust, they might decide not to
see you again. You will lose all chances to rebuild the relationship.

Similarly, in investing, losing your capital means that you lost both your
capital and all future returns that it could have generated.



The path forward

If you feel slightly confused, do not worry. It’s normal. Irreversibility is
counterintuitive and goes against what we usually learn in school, that
averages matter equally in the short- and in the long-term. This is seldom
true. The next chapter explains why.



Chapter 1.4
The law of large numbers

If you flip a coin, it will come out half of the time as heads, and half of the
time as tails. This is true if you flip it infinite times. However, if you only
flip it ten times, it may come up six times as heads and four times as tails –
a different result than the five and five expected. The fewer the flips, the
higher the chances that the tally differs from the expected 50%. And the
more coin flips are tallied, the more the average of observed results
converges to the expected value. This is called the law of large numbers.

We generally assume the law of large numbers to be always relevant. In
reality, it seldom is for individuals. It requires, well, a large number of
trials, and in most real-life situations, we only have a limited number of
them. For example, I cannot keep picking risky stocks until I get rich – a
few bad results in a row, and I am broke.

Whenever an activity cannot be assumed repeatable at infinity, we
should be wary of expecting to achieve its average outcome.

16



game-over

In Russian Roulette, your expected earnings per trigger pulled are $5,000.
However, if you’re unable to pull it because you’re dead, your future
earnings are effectively $0. You can only keep playing to win more money
if you’re alive.

Any form of “game-over” nullifies future gains, bringing the average
down. Hence, we can say that possible game-overs are a cause of non-
ergodicity.

Similarly, in my cousin’s example, breaking his leg is a form of game-over
(the damage is irreversible, at least during the championship). It implies
losing the race in which the injury took place and all the following ones.
This causes his average number of wins during a championship to be lower
than expected (his chances of winning a race multiplied by the number of
races).

When “permanent game-overs are possible,” don’t rely on averages.
17



Many kinds of game-over

Game-overs are common. They include bankruptcies, injuries, severe
depressions, burnouts, and break-ups of all kinds (between romantic
partners, business partners, or friends). The next chapter analyzes some of
them.



Chapter 1.5
Much of life is a Russian Roulette

The last two chapters put a lot of emphasis on the mechanics of Russian
Roulette. You might have been wondering, “Great, but I’m not a gambler.
Why should I care about Russian Roulette?”

The thing is, much of life follows similar mechanics, in which losses absorb
future gains. I already mentioned how, in relationships, breaking trust might
prevent any future attempt to rebuild the relationship. Here are a couple
more examples.

- Sports. The harder you practice, the faster you progress. However, if you
try too hard, you might injure yourself. Irrecoverable damage at your joints
might end your ability to perform the sport well, or at all.

- Career. The harder you work, the more chances you have for professional
success. However, if you work too many hours for too long, you might
endanger your health, marriage, or mental sanity. Once lost, these are hard,
if not impossible, to recover.

A single negative event can render short-term maximization irrelevant.



Prudence, not cowardice

The presence of irreversibility doesn’t imply that you should not take any
risk.

18
 Instead, it means that you should acknowledge the non-ergodicity of

the context at hand and take risks in a way that does not seriously impair
your life if things go wrong.

Prudence, not cowardice.

…

The second part of this book contains three strategies to use, and it will
show you that prudence, when done right, is not just a way to minimize
downsides but also to enable upsides.

Before that, let’s work towards the definition of ergodicity. The next chapter
will introduce two key terms: lifetime outcome and population outcome.
Their difference is of paramount importance.



Chapter 1.6
Population and lifetime outcomes

Earlier on, I introduced the gambler’s game of Russian Roulette. As a
reminder, a player has a one-in-six chance of dying and a five-in-six chance
of winning a prize, let’s say $6,000.

In Russian Roulette, the outcome you get by playing it a few times is
different from the average outcome of a few people playing it once. Let’s
compute each.

Let’s say that six people play Russian Roulette once each. The prize is
$6,000. On average, one person will die and five will win $6,000. The group
as a whole obtained one death and $30,000. Divided by the number of
participants, 6, it makes 1/6 of a death and $5,000. That is the expected
outcome.

This expectation remains correct if we increase the number of gamblers.
With 600 gamblers, you will have an average of 100 deaths and $3M.
Divided by 600 people, it still makes 1/6 of a death and $5,000. Therefore,
the expected outcome is also called the population outcome

19

Your individual expected outcome if you play Russian Roulette once is also
1/6 of a death and $5,000. However, if you play it more than once, it begins
to decrease. If you play it an infinite amount of times, you will be dead for
sure. Your final outcome, what you can walk away with, is $0 and a hole in
your head.



The chart shows how your expected financial gains from playing Russian
Roulette many times are roughly zero. I call this expectation, measured
across one person and many repetitions, the lifetime outcome. Its technical
name is time average or time probability.

20

I spent a few pages describing the difference between population and
lifetime outcomes because they are the key to defining ergodicity. In
particular,

A system is ergodic
21

 if its population outcome coincides with the
lifetime outcome of each of its components. Otherwise, it is non-ergodic.



The practical implication

The practical implication is that in ergodic systems, you can use the
population outcome to make optimal decisions. In non-ergodic systems,
you cannot.

22

For example, Russian Roulette is non-ergodic because the lifetime outcome
differs from the population outcome. If you keep playing it because you fail
to grasp its non-ergodicity and mistakenly believe that your lifetime
outcome equals your population one, you will end up dead instead of rich.

Hence the purpose of this book. By teaching you the implications of non-
ergodic contexts and how to recognize them, I seek to help you avoid
irreversible mistakes whose importance is clear only after the fact. A bit like
my cousin learned with his injury.



Chapter 1.7
Risk aversion

There is a common belief that people are irrationally risk-averse. This belief
is the result of experiments such as the following.

“Here is a game. You flip a coin. If it’s heads, I give you $1000. If it’s tails,
you give me $950. Do you want to participate?”

From a logical-naïve point of view, the expected returns of playing the bet
is $1000 times 50% (the chances of winning) minus $950 times 50% (the
chances of losing). That would be $500 - $475 = $25. On average, every
time you play the game, you’re expected to win $25. This makes the
gamble apparently desirable. And yet, if researchers go around asking the
question to real people, most decline. This led behavioral economists to
conclude that people are irrationally risk-averse.

Are they, though?
23



If people had infinite cash, they could play the game as long as they want.
The law of large numbers would kick in, their lifetime outcome would
converge to their expected outcome, and they would realize the expected
win of $25 per coin flipped.

However, real people do not have infinite cash. They can only play this
game a few times before emptying their bank accounts or having to quit the
game. Some cannot even afford to lose once.

For real people, the limitation on the number of times they can play can
transform their lifetime outcome of a gamble to negative.

The next page shows an example.



Imagine that you have a prosperous sum of $1000 in your pocket. After one
iteration of the game,

- you might have won the toss and won $1000.

- you might have lost the toss and lost $950.

The average is a win of $25, as expected. However, if you are offered to
play a second time, you can only afford to play if you won the first toss.
Therefore, you can expect to win $25 from the second toss only if you won
the first one. This means that in four parallel universes,

- In the first, you won both tosses, and you’re up by $2000.

- In the second, you won the first toss and lost the second one. You’re up
$50.

- In the third, you lost the first toss and cannot play again. You’re down
$950.

- In the fourth, you also lost the first toss and cannot play again. You’re
down $950.

After two iterations of the game, you have won an average of just ($2000 +
$50 - $950 -$950) / 4 = $37.5

This is surprising! If you had infinite wealth, you would have won an
average of $25 per bet times two equals $50. But because your wealth is
finite, your average win is less: only $37.5

More importantly, you have a one-in-four chance to win a lot of money,
one-in-four chances to win a modest amount, and one-in-two chances of
losing a significant amount. This means that you have a one-in-two chance
of being yelled at by your spouse and/or hurt in your self-esteem in
exchange for a mere $37.5 expected winnings

24
. Not a choice that any

rational person would take.



Actually, it would be idiotic to volunteer to play a game with these odds.
The behavioral economists who called for “irrational risk-aversion” are the
irrational ones.

Further readings: Ole Peters’ papers
25

 discuss this problem and contain
additional examples of how (non-)ergodicity explains the hidden rationality
of some risk aversion and of other behaviors that would be irrational in an
ideal ergodic world. As far as I know, he was the first to propose ergodicity
as the solution to many otherwise puzzling behaviors.



Chapter 1.8
What you see is not all there is

Deep down, we already know that survival matters. Our instincts scream not
to go down the hill that fast, not to work overtime every day risking a
burnout, and not to risk betraying the trust of our friends and neighbors.

Sadly, when we observe someone’s success, our automatic reaction is often
to desire it for ourselves, without asking ourselves if we would actually like
it – both its pros and its cons, without cherry-picking.

AngelList founder Naval Ravikant wisely noted that envy is most often an
illusion. “The part of the person that we envy doesn’t exist without the rest
of that person,” he writes. “If we aren’t willing to trade places with them
completely – their life, their body, their thoughts – then there is nothing to be
envious about.”

I would add that it is also pointless to envy someone with whom you
wouldn’t trade places in all parallel universes – including those in which
his gambles didn’t pay off. For example, an entrepreneur whose venture had
slim chances to succeed.

26
 Do you desire to take his gambles, or do you only

desire the winning outcome?

Do not envy the survivors of ventures in which you don’t wish to participate,
and do not envy successes that don’t reproduce well.

27



It’s easy to envy the lottery winner; harder to envy the whole population of
lottery players.



Survivorship bias

Michigan truck driver Mark Clark won four millions at the lottery. Twice, in
2017 and 2020.

Does it make him the greatest investor ever?

It is hard to make higher returns than the man who won the lottery twice.
That doesn’t mean that his strategy is worth imitating.

Too often, when we look at the winner, we fail to see all his clones in the
parallel universes in which he lost his bets. Any serious decision-making
process cannot neglect them.

Whenever we desire an outcome because we see those that benefited from
it, it is good practice asking yourself, do you want the outcome, or do you
want the opportunity to take the gamble that produced the outcome? If
you only want the former but not the latter, you might be unprepared for
what’s to come.



Chapter 1.9
The point so far

Here are a few key points covered so far:

- Irreversibility absorbs future gains.

- We call “population outcome” the outcome of many people performing an
action once, and “lifetime outcome” the outcome of one person performing
an action many times. If they differ, the system that produces them is non-
ergodic.

- You can only rely on expected outcomes if you are guaranteed a large
number of repetitions. Otherwise, they are misleading. (The law of large
numbers requires a large number of repetitions).

- Risk aversion is rational in the presence of non-ergodicity.



Part 2
What works on average can still fail locally

In the first part of this book, we learned that what happens in the short term
does not necessarily describe what happens in the long term, even if the
conditions do not change over time.

In the second part of this book, we will extend the concept of irreversibility
through space. We will see how, for example, a public service might work
well on average and yet fail locally.

Then, we will extend irreversibility through the layers of society, and talk
about incentives at the group level. We’ll see how caring for someone
doesn’t necessarily translate into doing what’s best for them.

Finally, we will move to the third part of this book, where you will receive a
definition of ergodicity.



Chapter 2.1
One vs. many

I live in Turin, Italy. It’s a quiet metropolis at the foot of the mountains.
From there, it’s a short ride to Bergamo province, the hardest-hit by the
2020 coronavirus pandemic. So many people died there because the
hospitals got overwhelmed. Many perished in their houses because they
couldn’t access tests and therapies.

And yet, on average, the healthcare system worked great. On average,
hospitals didn’t see many coronavirus hospitalizations. On the worst day of
the pandemic, only about 10% of Italian public hospital beds were occupied
by coronavirus patients.
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Of course, average data does not tell us the full story. If every hospital in
Italy had 10% of their beds occupied by patients, everyone would have
gotten proper medical attention. The problem was that patients
predominantly lived in the same region. A few hospitals got completely
overwhelmed, while those in other regions didn’t.

A system can work well on average and still fail locally.



The assumption of independence

We saw that, in non-ergodic contexts, irreversibility limits the number of
trials over time, preventing the law of large numbers from applying.

Similarly, we can extend the law of large numbers and its limitations not just
through time but also through space and populations.
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 The law of large

numbers expects that the larger a population of people performing an action,
the closer the average outcome is to the expected average. For example, 75%
heads is not a surprising outcome if four people flip a coin (three people
flipped head and one flipped tails). However, if four hundred people flip a
coin, the average outcome is much more likely to be 50%, or 51%, or some
percentage around that.

This happens because the coin results are independent. Your neighbor’s
result does not influence yours. However, in most of real life, what occurs to
your neighbors does influence what happens to you.

For example, we can expect the victims of pandemics and natural disasters
to be located near each other. Therefore, we cannot rely on national averages
to assess whether the emergency systems are ready for such events. Instead,
we must consider local workload spikes.

On the news, we saw the pain of the families in the hardest-hit areas. People
died because the overcrowded local hospitals couldn’t admit them.

As an individual, you do not care whether the system works on average. You
care if it works for you.



A test on how much time it takes to get an ambulance on average to reach a
patient gives you little information on how long it takes for two ambulances
to reach the same point.

The lesson: averages might hide local spikes in irreversibility. This is
problematic when survival is based on the local. In such cases, aggregate
evaluations cannot substitute local ones.



Centralization

This tension between what happens on average and what happens locally is
a core problem of centralization. Centralized organizations such as the
WHO or the EU are not omniscient nor have illimited bandwidth. Their
executives cannot read tons of data that describe every corner of the world.
They must rely on averages. They cannot make thousands of micro-
decisions, each appropriate for a given corner of the world. They must take
a single, one-fits-all decision.
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Even if these decisions work on average, they might have a terrible
impact on some local populations.
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 As we saw previously, something

working on average doesn’t guarantee it works.

Let me repeat, something working on average doesn’t guarantee it
works. Hospitals don’t work when they work on average, they work when
they work for everyone, all the time. The same for schools, institutions,
social services, public transportation, production lines, and much more.

Averages are a useful metric but cannot be the only one; and centralized
institutions must be particularly careful about not over-relying on them.



CEntralization and efficiency

Central organizations tend to receive more input and feedback from people
geographically, socially, or culturally close to them. Those living at the
geographic, social, or cultural peripheries are often ignored by central
organizations. Just think about how company vice-presidents tend to discuss
other vice-presidents’ problems more frequently than those of line workers,
how governments tend to spend more time discussing urban problems than
rural ones, and how school systems tend to discuss intellectual matters more
often than practical ones.

The closer geographically, socially, and culturally your governors are to
you, the more likely they are to work on what you care.

32

Hence the saying, centralization is only efficient to the central observer.
The closer someone lives to the capital, and the more his culture and social
status match those of the governors, the more he will care about what the
central organization is good at, and the less he will care about what it’s bad
at.

When evaluating centralization, make sure you ask everyone, not just those
close to you.



Practical applications

Be wary of centralization, especially when there is no skin in the game
33

ensuring that the incentives of the center coincide with those of the
peripheries.
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Good intentions and being part of the same country or organization are not
enough. Even assuming good faith and competence, the center cannot
possibly fathom all consequences of its actions on the periphery, nor has
any good way to measure that in a non-superficial way.

The Hungarian Parliament, beautiful. One challenge of centralized decision
making is ensuring that the center is well in touch with the periphery. This is
hard, as in many countries, a representative from the periphery has more in
common with other representatives from other regions than with his
constituents.



Capillarity

Is our blood system centralized or decentralized?

On the one hand, it is centralized, for it relies on a central pump: the heart.

On the other hand, it is decentralized, because its arteries divide into smaller
and smaller capillaries, that reach everywhere. This is because blood cells
can only exchange oxygen with those tissue cells which are nearby.

The same happens in all large systems: change can only be driven by people
who are close to those they want to change, and some problems and needs
can only be collected by those who personally know those having them.
Hence the need in large countries and organizations to have a capillary
structure where information isn’t collected nor pushed at scale, directly
linking the center to the peripheries, but rather step-by-step, layer-by-layer,
between people who know each other’s context well.



Granularity

A major problem of centralization is the lack of granularity. A central
government cannot possibly review granular data and cannot enact policies
that are granular enough to be effective everywhere. Instead, we get one-
fits-all.

Hence the importance of bringing down decision making closer to the
people involved. For example, if a decision can be taken at the province or
state level, it should be taken at the province level.

A common critique is, “decisions taken at lower levels are inefficient for
they lack economies of scale.” However, they more than make it up with the
benefits of tailoring. They provide more of what would be good for the
province and less of what would be bad. Isn’t this efficiency?



Chapter 2.2
The average returns aren’t your returns

Did you ever miss a plane because the train to the airport was late?

It happened to me. I didn’t get any relief from the train company’s apology
noting that their trains’ average delay is only one minute. I did not care about
the average. I only cared about my train having been 30 minutes late,
making me miss my plane.

Averages are misleading. As we already saw, systems might work on
average and still fail locally.



Irreversibility

Averages are a meaningful metric only when future gains offset past losses.
It is often not the case. Continuing the previous example, I do not care if,
next time, the train arrives 30 minutes in advance. I do not get a free flight
when the train arrives in advance. Arriving in advance doesn’t offset a delay
if it doesn’t offset its consequences.

As a rule of thumb, we cannot rely on averages whenever there is a
possibility for irreversible damage
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. This is because the possibility of

irreversible damage makes a context non-ergodic.

When we consider averages, the good offsets the bad. However, for
individuals, something good happening to someone else doesn’t offset the
bad that happened to them, nor something good happening to them offsets
something bad having happened to them in the past, not always.
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Practical applications

If you find yourself in a non-ergodic context, do not care about the average
outcome, but about your own. Do not rely on averages but on probabilities
of irreversible individual outcome.

Use more granular data. Ask yourself what might happen to you. Ask
yourself if and how unexpected losses can negate your future plans.

For example, do not invest all your money in the one investment with the
highest average return. Instead, consider what would happen in case of a
downturn. Do not care about average returns – only about those with which
you could end up.



Chapter 2.3
The gambler and the gamble

How to make money in the start-up business?

If you are an investor, the go-to strategy is the following. Place many bets
by investing in a lot of promising companies. Push them to grow as fast as
possible. Many will fail. A couple will become wildly successful. The one
or two “big wins” will make hundreds of times your money back, recouping
the losses on all the other companies, and leaving you with enough profits
to drink Mai Tais on a beach for the rest of your life.

That’s a great strategy to make money in the start-up business, for wealthy
investors. Not so much for founders. Many would prefer a strategy where
they are likely to end up in full control of a healthy company, rather than a
lottery ticket to be the next Zuckerberg.

Of course, it’s not so black and white. Many founders do make good
money, live exciting years, and make experience and connections. The point
is, the best strategy depends on whether you are the gambler or the
gamble. If you are the gambler, you do not care about each gamble making
money. You care about the aggregate of all gambles making money.
Conversely, if you are the gamble (in this example, the founder), you do not
care about the overall outcome of all gambles but only yours.



You: a gambler

Even if you do not play gambling games, it might be useful to see yourself
as a gambler. After all, each of your habits is a gamble in which you bet
time and energy for a possible return. Similarly, any belief of yours is a
gamble. Any job of yours, any relationship of yours, any idea, any decision
– they are all investments of time and money in exchange for a future
return.
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You might be tempted to strive to win any single gamble of yours. Don’t.
You can afford to let go of a few losing ones.

38
 Their survival is not

necessary for yours.
39

Remember, the best strategy for the gamble isn’t necessarily the best
strategy for the gambler.
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Replaceable, for whom?

This chapter made the point that sharing a stake in the same venture isn’t a
guarantee of alignment. Parties might still have different incentives, different
opinions on what is replaceable and what is not.

This pattern is everywhere in nature and society. For an employee, his career
and health are irreplaceable, but for the company, most employees are
replaceable. Firings and employee burnouts are part of doing business.

4142

For a mother, her child is irreplaceable. Instead, for the species, natural
selection means an improvement.

For a soldier, his life and those of his squad brothers are irreplaceable. For a
general, losing a few soldiers is a painful cost that might be worth paying to
win the war.

In general, the survival of a population does not coincide with the
survival of its members, not all of them.
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Of course, this applies to some contexts only. We can call them “non-
ergodic.” This is not a complete nor precise definition of ergodicity.
However, it is a valuable one, for it provides an important distinction. In
non-ergodic contexts, you cannot be idealistic and believe that your survival
coincides with that of your company or country. You must take additional
steps to take care of yourself.



War memorials are often erected to reconcile
the discrepancy between individual and societal interest



As an example, I have many friends working in consulting. Their job is
hard. Their employers squeeze every bit of productivity out of them. Most
went through a burnout. It is to be expected. Their company has little to lose
from their burnout, or anyway less than they do. Their incentives are not as
aligned as it seems, even though the employees are part of the company,
and both value survival.

The question is, does non-ergodicity apply to the relationship between them
and their company? Yes. Then, they must acknowledge that they and their
company have different incentives. They have two alternatives. One, realign
incentives – for example, by becoming irreplaceable
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. Two, acknowledge

that they need a plan B.

This is not about ethics. The point is that a population doesn’t have, by
default, an incentive for the survival of all its members. Even if the
population means good for its members – especially so. A population must
first and foremost ensure its survival to guarantee the survival of its
members. And if the survival of the population doesn’t coincide with the
survival of all its members – as is the case in non-ergodic conditions –, a
well-meaning population won’t necessarily guarantee the survival of all its
members, not when it comes at the cost of its own survival.

For example, when facing external threats that put at risk the survival of the
whole population, some sacrifices might become necessary. Or, as another
example, when the survival of the most decadent or freeloading members of
the society might endanger its existence.

For a company or a population, replaceability of its members means
ergodicity. For the individual members, the opposite applies.



The implication

As an individual, you cannot blindly rely on membership of a group for
your survival. Instead, become an irreplaceable part of it. This way, the
group deems your loss irrecoverable and acts to prevent it at all costs.
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BURN YOUR HABITS BEFORE THEY BURN YOU

Natural selection benefits populations. This is good news if you are a
population and bad news if you are one of its weak members.

In the latter case, you can turn the tables by making natural selection work
for you rather than against you. The trick is to become a population
yourself. This is easier than it seems – after all, you already are a
population: of habits and beliefs. If you let the feedback you receive from
your environment hurt the habits and beliefs that are holding you back, you
are effectively making natural selection act inside you rather than on
you.
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 You become stronger rather than extinct.

You are not your habits nor your beliefs. You are their container. Their
survival is not yours. What’s best for them might or might not be what’s
best for you.



Chapter 2.4
The point so far

Over the previous pages, we have seen three “paradoxes” of non-ergodicity.

1) It is not performance that is the most important factor for long-term
performance but survival.

2) Something can work on average and still fail with permanent
consequences.

3) What’s best for the survival of the individual isn’t necessarily what’s best
for the survival of the population, and the other way around.

All three assertions only apply to non-ergodic contexts. Hence the
importance of understanding ergodicity. Whether you are in an ergodic
world or not determines what is rational and what isn’t.

Now, let’s define ergodicity.



Part 3
Ergodicity

Here, you will find a definition of ergodicity and a few tests to determine
whether a context is ergodic.

The last three parts of this book detail practical strategies to guide your
actions in non-ergodic contexts.

Russian Roulette – the non-ergodic activity by excellence.



Chapter 3.1
Defining ergodicity



A simple definition of ergodicity
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A system
49

 is ergodic if, for all its components, the lifetime outcome
corresponds to the population outcome.

Otherwise, it is non-ergodic.



Practical applications

Do not trust advice about a non-ergodic context that assumes it ergodic.
While evaluating advice, always ask yourself, is it assuming ergodicity? If
so, how would things change removing that assumption?

Fully relaying on averages and expected outcomes makes sense only in
ergodic contexts. In non-ergodic ones, you want to ensure that you make
decisions based on an estimate of your lifetime outcome.
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Similarly, when we see a behavior that we deem illogical or irrational, it is
often worth asking ourselves, “is it irrational for an ergodic world, but
rational for a non-ergodic one?”



A more technical definition of ergodicity

Here are a few, sometimes alternative, sometimes complementary,
definitions of ergodicity.

Using the words of Ole Peters and Alexander Adamou,
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an observable […] is called ergodic if its expectation value is constant in
time and its time average converges to this value with probability one

(Author’s note: a reminder that expectation value and time average
correspond to population and average outcome respectively.)

Using the words of Spear of Lugh
52

,

Ergodicity is verified if, more or less, every time that you compute a
statistical measurement (across space or time), you find the same result. It
means that randomness is “well shared.” Another way to see it is that, when
you have ergodicity, doing N random experiments in parallel will give you
the same result as doing N experiments one after the other.



Chapter 3.2
Ergodicity and irreversibility

At the beginning of this book, we saw how skiing is non-ergodic. An injury
can cause a skier’s championship to be over, nullifying any future wins he
could have collected in the remaining races. It might even cause his career
to be over, nullifying any future earning he could have made.

We also saw how investing is non-ergodic too. Bankruptcy is a form of
game-over. It prevents you from collecting any future profit that your
ventures might have made, had they survived.

Then, we saw how a healthcare system can work on average and still fail
locally. This is because those who died do not resuscitate once a hospital
works again. Death is a form of game-over: it nullifies any future gain.

Finally, we saw how public transportation is non-ergodic. You lose a flight
when the train is late but do not gain a plane ticket when it arrives early.
When being late is a form of game-over, it brings non-ergodicity.

Here is the common thread. Game-overs bring non-ergodicity.



Irreversibility

The previous page’s concept can be generalized as follows. Irreversibility
brings non-ergodicity.

After a game-over, you cannot keep playing. Game-overs are a form of
irreversibility, but they are not the only one. Here is another.

As Nassim Nicholas Taleb noted, in some societies, if you’re poor, you’re
likely to stay poor, and if you’re rich, you’re likely to stay rich. In these
societies, one cannot assume that the lifetime outcome of a person born
poor will coincide with the average of the population. He is likely to stay
below average. Such a society in which wealth is at least partially
irreversible is non-ergodic.
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The ergodicity test

Here is a simple test to estimate whether a situation is ergodic. “Are there
irreversible consequences?” If yes, it is non-ergodic.

This test is incomplete. It doesn’t identify all non-ergodic situations.
However, a positive answer does imply that the situation at hand is non-
ergodic.

In that case, avoid advice that neglects sources of irreversibility.
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Chapter 3.3
Ergodicity and exposure

There is a common misconception that ergodicity or non-ergodicity are
properties of an activity. They are not. Take Russian Roulette, for example.
It is non-ergodic for the gambler playing it but is rather ergodic for an
imaginary company contracting gamblers to play. For this company,
gamblers are replaceable. If enough time passes between rounds to have the
time to recruit new gamblers to substitute dead ones, its lifetime outcome
will match its population outcome. 
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Therefore, ergodicity is not just the property of an activity. Instead,
ergodicity is a property of an activity, its participants, and the exposure
of the latter to the former – in short, of a system.



Ergodicity – for Individual and for systems

Nassim Nicholas Taleb made a similar point. In his words, “My death at
Russian Roulette is not ergodic for me, but it is ergodic for the system.”

Also, in his Antifragile he pointed out how, for a species to be antifragile
(adapt and therefore resist change), its members must be fragile. Natural
selection is a mechanism that benefits a species
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 but requires the death of

some of its members. If the members were nearly invincible, then the
species would lose the capacity to adapt.

Ergodicity is scale-dependent. A system observed at some scale may
show a different ergodicity than the same system observed at a
different scale.



Practical implications

The fact that ergodicity depends not only on the activity performed but also
on your exposure to it is good news for you. It means that you can still
participate ergodically in non-ergodic activities if you limit your exposure
to non-ergodicity.

The following chapter will teach you how to do it. Meanwhile, here are a
few examples of methods that make you much less likely to hit a “game-
over:”

- Instead of going all-in on a single bet, take many independent bets.
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- Use protections (of all kinds – Personal Protective Equipment, insurances,
capped-downside options, and so on).

- Set aside some buffers and reserves (of money, time, trust, etc.) so that
even if you lose everything you committed to an activity, you still have
some set aside to recover.
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Chapter 3.4
Ergodicity as a non-binary property

Formally, ergodicity is a binary property. A system is either ergodic or not –
nothing in between. The lifetime outcomes of its participants either coincide
with its population outcome or they don’t – nothing in between.

In theory, this is a useful distinction. If you can choose between acting in an
ergodic or non-ergodic context, choose the former. However, most practical
contexts are non-ergodic. Work, sports, relationships, and real life are all
non-ergodic. They all contain some degree of irreversibility. You cannot just
refuse to engage in non-ergodic activities.

It becomes then useful to expand the concept of ergodicity from black and
white to a scale of shades. This way, we can access more practical
considerations such as “how can I make my business more ergodic?”

In the example from the previous chapter, a company hiring Russian
Roulette players is not a truly ergodic activity. There are still points of
irreversibility. For example, a streak of bad luck in which all gamblers die
might still bankrupt the company. However, for all practical purposes, the
assertion “Russian Roulette is more ergodic if played by a company
contracting gamblers rather than by a single gambler” makes a lot of sense.

It means that, in the medium term, the lifetime outcome is closer to that of
its population for a company than for a single player.



Finite time horizons

Real-life players do not care about infinite time horizons, they care
about finite ones. Only mathematicians and philosophers care about
infinite time frames; entrepreneurs and workers care about the time frame
their job is supposed to last. For example, an investment banker might only
care about whether his investments will produce ergodic returns in the time
frame he is expected to remain at his job.

This doesn’t mean that people don’t care about negative events with a
mean-time-to-happen higher than their time horizon. A rational entrepreneur
with a 10-years time horizon still cares about a risk that is expected to
materialize every 11 years.

Instead, it means that people neglect events that don’t create a
meaningful gap between lifetime and population outcomes when
measured over the time horizon of their concern.



Ergodicity and decision-making

Because of the human tendency to operate on finite time horizons, if you
studied ergodicity to increase your chances of achieving your goals or to
understand human behavior, a black-and-white definition of ergodicity that
considers infinite timeframes does little good. It is more effective to study
ergodicity on medium-term timeframes.

To summarize the previous page, most people do not care if an activity has a
source of irreversibility. Instead, they care whether irreversibility has a non-
negligible chance of manifesting within the period they see themselves
performing the activity. In other words, what matters is not whether the
lifetime and the population outcomes diverge over infinite time-frames –
what matters is if they diverge significantly over the medium term.

Crossing the street to pick up a banknote is an activity that behaves like
Russian Roulette –
but only if observed over long time frames.
For normal people with a finite life expectancy, who might engage in the
activity only a few times during their lives, it is an ergodic activity for most
practical purposes.



Moreover, as pointed out before, people cannot realistically avoid any non-
ergodic activity. We all need to perform many of them in our lives.
Therefore, people do not only care whether an activity is non-ergodic; they
care how much it is.

Hence, for most people, what matters is how much the lifetime outcome
diverges from the population outcome in the medium term. For example,
if the time average of my wealth after 70 years is 90% of its expected value,
then it is not meaningless to say that the investment is 90% ergodic. Or, in
the example above, if my grandma’s wealth time average equals its
expected value 99% of lifetimes, it is not meaningless to say that the
activity is 99% ergodic.

Of course, neither are fully correct, but here is the thing: the value of such
statements is not in whether they are right, but in whether they lead to good
follow-up questions.

This is the justification and definition for my use, within this book, of a
non-binary interpretation of ergodicity.



The irreversibility of time

In most of the examples described so far, non-ergodicity caused a
permanent loss of money, health, reputation, or other assets. There is one
more resource that we lose permanently: time.

No calculation, thought experiment, or study can pretend to model
real-life behavior if it assumes time as infinite. Such an arbitrary and
unwarranted assumption can lead to mistakenly classify an irrational
behavior as rational or the other way around.



The Ludic fallacy

I first learned about the Ludic Fallacy from Nassim Nicholas Taleb. He
made a thought experiment: imagine that a coin falls ten times in a row on
its “heads” side. What are the chances of it falling “heads” on the eleventh
flip? If you answered, “50% because flips are independent” you committed
the Ludic Fallacy – you assumed that the rules described the game, failing
to consider the possibilities of the coin being uneven or the flipper being a
skilled swindler.

As Tim Hoffman noted
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, the Ludic Fallacy may make us believe that
some situations are ergodic while they aren’t. One more reason not to
fixate on a binary interpretation of ergodicity.



Chapter 3.5
In search of ergodicity

In the book so far, we have seen the problem with non-ergodicity: it causes
your lifetime outcome to be worse than the expected one.

In many situations, you want to increase the ergodicity of the systems
you’re a part of. For example, if you are an investor, the less ergodic your
investments, the lower their lifetime returns.
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 Hence, you want to make

your investments as ergodic as possible.
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 Similarly, if you are the manager
of an organization, you want to increase its ergodicity – so that a downturn
doesn’t make it go out of business. The same applies if you are a freelancer.

The rest of this book acknowledges this need. It presents you with three
strategies that you can use to make a system more ergodic.
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Part 4
Reducing exposure

One source of non-ergodicity is irrecoverable situations, or “game-overs.”
For example, bankruptcy, death, social ostracization, and permanent
injuries. It is natural, then, that the first of the three strategies to manage
non-ergodicity is to reduce exposure to game-over.

The simplest and surest way to do so is to refuse to participate in any
activity that has such a risk. Duh.

This works great in theory. However, in real life, we can seldomly adopt
such a strategy. We cannot decide not to leave our house for fear of
incidents. Nor can we keep all our money in a safe – if we did, inflation
would erode our wealth.

In real life, two better options are what Nassim Nicholas Taleb calls a
Barbell strategy and the Kelly Criterion – the topics of the next two
chapters.



Chapter 4.1
The barbell strategy

The barbell is a piece of gym equipment in which most of the weight is at
the sides, with a long stick in between. It is more effective than a regular rod
of the same weight.

In investing, the barbell strategy consists of allocating part of one’s wealth in
non-risky assets and part in risky ones with high upside (the asymmetry
being reminiscent of a barbell). Investors who do so find themselves
wealthier than those investing all their wealth in medium-risk assets
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 (a

shape that would remind of a regular rod). One reason is that a medium-risk
investment is less likely to suffer large losses but is not immune to them.
And, over long-enough timeframes, “less likely” means “eventually.”

The barbell strategy consists of exposing most of yourself to safe
activities and a tiny bit of yourself to risky ones with high upside.



This is distinct from exposing all of yourself to safe activities
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 most of
the time and seldomly to risky ones with high upside. Doing so puts you
at risk of game-over while you perform the latter. Conversely, the point of
the barbell strategy is to pursue risky activities in a way that caps
downside (not by reducing its frequency but its impact).

The barbell strategy extends beyond investing. In business, it means to
allocate most of your time to activities with safe returns and just a bit in
risky ventures whose success can be life-changing. In life, it means to secure
your bases and take small limited-downside high-upside bets.

This apparently banal strategy is clever than it seems. By reducing the
amount exposed to risk, it prevents a single loss, or a short series of
losses, from constituting a game-over. It also gives you the opportunity,
after some bad luck, to “exit” – a luxury that more invested participants lack.

Moreover, this strategy acknowledges that, in most contexts, a small
exposure to high upside brings higher returns than a moderate exposure
to moderate upside. This is particularly relevant in contexts where returns
cluster. That said, the distribution of returns is not the point here. What
matters is that you can afford small risky bets for longer. Otherwise, if you
lose a few moderate bets with moderate upside, you’re done.



The barbell strategy and ergodicity

One lesson from Taleb’s work is that risk management is not about
prudence but about removing the risks of “game-over” so that you can
be aggressive with other risks.

Similarly, the barbell strategy is not about reducing risk in general.
Instead, it is about limiting the part of your assets that are exposed to
irreversibility.

A balanced or medium-risk exposure does not do the trick. It would be like
playing Russian Roulette with one-in-twelve bullets rather than one-in-six:
it just means that the game-over is delayed but does not prevent it.
Conversely, the barbell strategy is like playing Russian Roulette without
pointing the gun to your skull but to a $100 banknote. If you’re unlucky
(when you’re unlucky), you only lose the banknote, not your life.

Accordingly, here is an alternative formulation of the barbell strategy.
“Preserve your ergodicity by investing in non-ergodic activities only what
can be lost without endangering the whole.”



Applying the barbell strategy

As a professional, I apply the barbell strategy by always looking for new
business opportunities but never entering any in such a full and decisive
manner that a failure could endanger my livelihood.

I also apply the barbell strategy with my investments, allocating most of my
money to safe “high-ergodicity assets” and taking small speculative bets
with the rest.

More in general, I look for risk but make sure that I never approach it in
such a way that an unexpected event might irreversibly affect my life in any
significant matter.



Ergodicity is not free
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Ergodicity helps us survive and thus grab eventual future gains but also
comes with opportunity costs. If you limit your exposure to risk, you often
limit your exposure to upsides too. For example, if you limit your
investment portfolio exposure to stocks, you also limit your gains from an
eventual bull market and thus expose yourself to other negative events.
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That’s okay. Hopefully, this book gave you the tools to justify to yourself
and others that the long-term benefits of avoiding game-overs are well
worth the opportunity costs.



A summary of the first strategy

The Barbell strategy is about limiting exposure so that the worst-case
scenario doesn’t endanger your survival. It makes the non-ergodic ergodic,
for most practical purposes.

In practice, it consists of investing a large part of yourself in limited-
downside activities and a small part in high-upside ones. In particular, an
activity with a tiny chance of a ruinous outcome is not considered “limited-
downside.”



Chapter 4.2
The Kelly Criterion

Let’s imagine that you’re playing the following gambling game. You have
$100. Your ten best friends take turns shooting a ball into a basket. Before
each shoot, you decide how much to bet on the shot. If it goes in, you
double your bet. If it goes out, you lose your bet. What’s the best strategy to
maximize your gains?

You might have had the following two intuitions. First, you do not want to
bet all your money on a single shot. If your friend misses, you lose all your
money. You cannot make further bets and thus cannot benefit from eventual
wins you could have had in the future. That was the lesson of Russian
Roulette: losses absorb future gains.

Second, you want to bet more on your friends who are good at basketball
and less on the clumsier ones.

These two intuitions, “don’t go all-in” and “payoffs determine the relative
size of the bet,” summarize a betting strategy known as the Kelly Criterion,
named after the mathematician who invented it. I won’t cover the exact
formula, because this book aims to build an intuitive understanding of
ergodicity, not a mathematical one. What matters is that risk exposure
must depend on payoffs and, anyway, be limited.



How I applied the Kelly Criterion to my life

I routinely use the Kelly Criterion
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. As an author, consultant, and
researcher, I spend most of my time writing books and essays, working with
clients, and researching. All of these projects take time, and time is money.
If I invested all my time for the next three years on a single project or client,
I would be in a terrible condition in case of failure. Instead, I allocate my
time on a per-project basis. Usually, the larger the upside, the more time I
spend on the project. However, I always make sure to never commit all of
my time to a single project running for extended time. Too much to lose,
both in case the project doesn’t go well or in terms of opportunity costs.



Chapter 4.3
The Kelly Criterion in nature

It’s fascinating that some animals, including us humans, have two
psychological processes that, together, approximate the Kelly Criterion.

68

They are moods and fears. The following two pages describe them.



Moods and the Kelly Criterion

In our society, many see being moody as a problem. This is true to some
extent, but moods are generally beneficial. For example, consider two
hunter-gatherers, Alice and Bob. They live in a territory where the main
source of food is berries growing under bushes. Some bushes have no
berries, whereas others are full of them. Gathering them is a tiring activity,
for one has to walk close to a bush and lift some of its leaves to know
whether it contains any berry. Bob is moody, whereas Alice cannot feel any
mood. Who do you think is a better gatherer, all other things being equal?

The answer is Bob. He is more likely to check the bushes with berries and
not check those without berries. Why is that?

Well, Alice does not feel any mood, so she would tend to sample every bush
she walks by – an inefficient method. Conversely, Bob would check the first
bush, then the second one, then he might become discouraged (a mood) and
walk for a bit before bending forward to check the bush next to him. Once
he finds some berries, he gets excited (another mood) and checks all the
bushes nearby. This is advantageous because, in nature, resources tend to
cluster together. If a bush is particularly fruitful, the chances are that the
ones around it are too, because they grow on the same fertile soil.

Moods are adaptations to environments with clustered resources.

As the hunter-gatherers’ example showed, moderately moody people tend
to be more efficient than moodless ones. (The keyword being
“moderately” – as with almost anything, excesses are bad.)

This theory
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 of moods is interesting. It shows how moods improve
effectiveness by making people spend more time on what looks promising
and less time on what is likely to be a waste of time. Moreover, they reduce
exposition to what is dangerous (wasting time and energy), thereby
improving survival. They allow us to adapt to a world where threats and
resources are not uniformly distributed. A must, in a non-ergodic world.



In particular, you might have noticed a similarity with the Kelly Criterion.
Moods cause us to intuitively bet more time and energy on activities with
high payoffs and less on activities with low payoffs.



A practical example from my life

A few pages ago, I mentioned how I allocate my time to my projects by
informally following the Kelly Criterion. However, I didn’t tell you that my
decision on how much time to allocate to a project is rarely deliberate.
Rather, it is based on moods such as excitement. As I begin exploring a
project, if I find early successes or interesting bits, my excitement grows,
and so does the share of my time I decide to allocate to the project. In the
end, the result is similar to what I would have obtained had I applied the
Kelly Criterion formally.



Fear and the Kelly Criterion

Moods alone would not be enough to approximate the Kelly Criterion,
though. Modulating bets based on payoffs is only one of its two
components. The other is to avoid going all-in. Fear is an adaptation that
helps us with that.

If we didn’t feel fear, a few successes in a row would cause us to be in an
ecstatic mood and go all-in. Fear helps us maintaining some prudence.

Similarly, a few failures in a row might cause us to abandon any will to do
anything. Fear of missing out, fear of starvation, fear of being labeled as
lazy, and similar fears keep us at least somehow motivated and active.

Fear helps counterbalancing moods. Together, they work a bit like the Kelly
Criterion, allowing us to adapt to a non-ergodic world.



Moods and fears are not just about survival

There are mathematical demonstrations that the Kelly Criterion is an
effective strategy not only for survival but also for wealth maximization.
Similarly, moderately moody and fearful people not only avoid dangers but
also accumulate more wealth and other resources.

Of course, this only applies to moderately moody and fearful people, not to
excessively moody and fearful ones. Excesses are not good. Those who
think otherwise have a narrow definition of success or are prone to
survivorship bias. Sadly, many artifacts of our modern times, such as sugar-
rich foods and gambling, are designed to induce excesses.



The curse of modernity

I learned on my skin that moods and fears are sometimes fallible. For
example, I remember the first time I ate ice-cream from a box, as a kid. I
couldn’t stop myself. If it weren’t for the box being finite, I would have
gone into sugar overdose. Similarly, I remember the traumatic experience I
had the first time our elementary school brought us to swim. Afterward, I
didn’t want to immerse myself in water for months. Sometimes, moods and
fears lead to excesses, such as addictions and trauma.

Moods and fears estimate whether a situation is auspicious or ominous. As
with any categorization tool, they are prone to false positives and false
negatives. Natural selection caused our brain to adapt to the optimal
tradeoff. However, as with any trade-off, optimal doesn’t mean perfect.

This particularly applies to modern activities that didn’t exist in the past –
such as eating ice-cream. Our moods and fears adapted to the
environment our ancestors evolved in, not to the modern environment in
which you and I live (“instincts are the genetic memory of the problems
our ancestors faced,” I use to say). In particular, moods and fears become
liabilities when we are exposed to artifacts of the modern world designed to
take advantage of them – again, such as ice-cream.

That said, even though they are sometimes wrong, moods and fears are still
important assets. They are not perfect by any means, but we are better off
with them than without.



A summary so far

We saw that non-ergodicity is a potentially dangerous condition. You want
to make sure you know what you are doing.

The first strategy to apply is to make sure that you never go all-in in any
activity that might represent a game-over for you in case of misfortune.
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As seen in the Barbell strategy, this is distinct from never taking any risks.
Just take them with a limited exposure – for example, by investing just a
little. The Kelly Criterion helped you understand how to modulate your bets
better.

In the next chapter, we will see how the concepts described above apply not
only to our actions but also to our society’s.
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Chapter 4.4
The Precautionary Principle

The Precautionary Principle guides us in risk management decisions. It
begins by acknowledging that there are two kinds of risks: those that
endanger the whole (a population, an ecosystem, the planet) and those that
do not.

For example, if someone drives too fast and crashes, he might die, and he
might also kill a few people, but the population in general is not affected.
This is an example of a risk that can kill an individual without endangering
the whole. These risks are safe to take for the population. In some cases,
they even make it stronger.

Conversely, some risks have the potential to destroy the whole population.
We should avoid these risks at all costs.

The Precautionary Principle holds that we should not take risks that
endanger the whole,

72
 no matter how unlikely. If we keep taking them,

we are guaranteed to blow up (remember the Russian Roulette player?).

When they hear about the Precautionary Principle, some reply, “So what,
we never do anything?” This response is wrong, as the next page shows.



The Precautionary Principle is not about full prudence

The Precautionary Principle does not say to avoid all risks – just those
that can destroy the whole. In the words of Nassim Nicholas Taleb, who
authored a homonymous paper
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: “My death at Russian roulette is not

ergodic for me, but it is ergodic for the system. The precautionary principle,
in the formulation I did with a few colleagues, is precisely about the highest
layer [the system].”

In other words, feel free to play Russian Roulette by pointing the gun at
your skull, but do not play it by pointing the gun at the ecosystem.

Nuclear power plants are an example of a risk that, while scary, is contained.
No explosion, no matter how deadly to its surroundings, can endanger the
planet.



The Precautionary Principle only applies to risks that endanger the whole,
not risks that only endanger the local. An example of the latter is nuclear
plants – if one blows up, it destroys its surroundings, but not the planet.
Moreover, a disaster makes other plants less likely to blow up, as we learn
about failure points and establish new safety procedures.

The Precautionary Principle only applies to risks that can potentially
destroy the human race or the ecosystem.
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Risk of ruin and cost-benefit analyses

We saw how we can classify risks into two categories: those with the
potential to kill the whole and those without.

Here comes the critical bit. We cannot use cost-benefit analysis with risks
that can kill the whole. If we take enough risks of this type with a
positive cost-benefit analysis, we are guaranteed to eventually kill the
whole.

In the first chapter of this book, we saw how the expected returns of playing
the Russian Roulette decrease with the number of times it is played by the
same gambler (see the chart below).

The lesson is: do not expose the whole to irreversibility, no matter how
attractive the payoffs.

For example, an epidemic so deadly that it endangers the human species is a
possible systemic risk. Until we have a foolproof demonstration that no



virus, no matter how deadly, can endanger the human race, we should take
precautions, no matter how costly.

The most common argument against precautions is that they are expensive.
This is not a valid argument. Payoffs are subordinate to ergodicity, so we
cannot use them until we can be sure that epidemics are not a systemic risk.

You cannot compare apple to oranges, nor systemic risks to local ones. The
only valid argument in contradiction of a precaution against a systemic risk
could be that the precaution itself introduces a similar or larger systemic
risk. (That said, hopefully, the 2020 pandemic showed us the costs of no
prevention.)
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Chapter 4.5
Natural selection and Fractalization

Natural selection is a scary process, threatening our livelihoods. However, it
is possible to make it work for us rather than against us. In this chapter, I
will show you how to harness the power of natural selection.



multiscale Natural selection

In nature, those who are fit thrive while the unfit perish. Natural selection is
a cruel yet essential phenomenon. Without it, we humans would perhaps not
exist, nor civilization as we know it.

Natural selection also takes place in business. The best companies expand,
open new stores, and launch more products. The worst ones fall into
bankruptcy.
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The same phenomenon applies to the components of companies:
employees. The best ones climb in rank. The worst ones get fired.



An organization that never fires a single employee becomes uncompetitive.
Natural selection at the level of the industry will make the company fail.
Therefore, to avoid becoming a victim of natural selection, a company must
make it act on its employees, at least in a measure.

Natural selection is inevitable for companies, but they can decide
whether it acts on them or within them (in a measure).

However, firing employees is not that good either. It has heavy
consequences, especially on the fired employee and his or her family. It is
something that we want to avoid within reason.

The solution is to realize that natural selection, while inevitable, can be
further pushed down to lower levels. Just like companies can protect
themselves by firing their unfit employees, employees can protect
themselves by firing their unfit mental patterns.

To protect the individual, natural selection must be free to act within
the individual. There, it can select the beliefs and habits of his or hers
that are fit (i.e., beneficial) and terminate those that are unfit (i.e.,
hinder his or her performance).
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Fractalization

I call the process described above fractalization. The name comes from the
realization that natural selection acts across levels with a fractal-like
pattern.
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 Just as it acts within a market by selecting companies, it acts

within companies selecting employees, within individuals selecting beliefs,
and within beliefs selecting fragments.

I mean it in the broadest sense possible. For example, species are made of
individuals, and individuals of beliefs. By testing those beliefs against
reality, and getting rid of false ones, one gets stronger and reduces his
chances (and that of his population) of becoming the victim of natural
selection. Similarly, markets are made of businesses, businesses of
employees, and employees of beliefs and habits.
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Each level can protect itself from natural selection by becoming stronger.
That requires letting natural selection working within itself. Natural
selection is inevitable, but we can avoid it at any given level by pushing
it towards a lower one (in some measure).

You, too, can take advantage of natural selection. Remember: whenever it
encounters a population, it “kills” some of its members. Therefore, you can
become stronger by making yourself a population – of habits and beliefs –
and getting rid of the unfit ones. Even though your ego wants to save them.

People that consider their identity one and indivisible prevent natural
selection from acting within them. Therefore, they do not grow stronger,
and thus become vulnerable to natural selection acting on them.

If you want to survive, do not identify with your habits and beliefs but with
their container. This way, you will let natural selection remove the habits
and beliefs that are holding you down. You will get stronger, thus less likely
to become the victim of natural selection yourself.

(An additional point, from Nassim Nicholas Taleb. “As I have shown in
Antifragile, the fragility of the components is required to ensure the solidity



of the system. If humans were immortals, they would go extinct from an
accident or a gradual buildup of misfitness. But shorter shelf life for
humans allows genetic changes to accompany the variability in the
environment.”)



Example of a Practical application

As a teenager, I was shy. I had a lot of friends, but I would seldom ask girls
out. If I did, I would do so in such an awkward way that they would refuse
my invitation.

If my shyness continued, I could see myself becoming a victim of natural
selection. I would end up alone and childless. Thankfully, I realized that the
problem wasn’t my whole self but a part of me – my shyness. In particular,
the problem were my mental beliefs that made me shy with girls.

Once I realized that they were the problem, I could get rid of them.
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 I am
now a confident man.



Chapter 4.6
Summary of the first strategy, reducing exposure

The first strategy to manage non-ergodicity is to reduce your exposure to
irreversibility. In particular, we saw how:

- You can only optimize in reversible domains. Otherwise, you should
first think about avoiding irreversibility.

- You can reduce exposure to irreversibility by exposing only part of
yourself (or of your assets, reputation, etc.). This is safer and more effective
than going all-in on a medium-risk activity.

- It is safer to keep a bit of yourself exposed to risk (to grab some upside)
than not doing it. Otherwise, we involuntarily expose ourselves to the risks
of inaction and obsolescence.

- An effective tactic consists in fractal systems and decreasing the
ergodicity of the lower layers to increase that of the higher ones.

- Nature gave us tools to manage non-ergodicity, in the form of moods
and fear.

Here are a few ways in which you can apply the first strategy:

- Invest your money as a barbell (most in low-downside assets, a bit in
high-upside ones).

- Invest your time as a barbell (most in activities that strengthen your
bedrock, a bit in explorative ones).

- Purposefully test your habits and beliefs to get rid of those that are
negatively impacting your life or making you weak, while keeping an eye
out for overoptimization to temporary trends.



The path forward

The next chapter is about the second strategy to manage non-ergodicity:
skin in the game.



Part 5
Ensure that the dangerous gets removed

My favorite book of 2018 is Nassim Nicholas Taleb’s Skin In The Game.

My baker has skin in the game. If his bread is bad, he loses reputation and
clients. He might have to close his shop, eventually. In general, someone
has skin in the game if, when wrong, he becomes the victim of his
mistakes.

Conversely, some managers can squeeze their team, take short-term
decisions with catastrophic consequences, and then leave to another job
position without suffering from the long-term consequences of their actions.
They do not have skin in the game.

Skin in the game is of paramount importance because it protects
populations and individuals. It does so in three ways. The following
chapters describe them one by one.



Chapter 5.1
Skin in the game reduces the moral hazard

Decision-makers who can take short-termed decisions without being
affected by their long-term consequences take excessive risks. This
condition is called moral hazard.

Moral hazard happens when someone has incentives to increase an entity’s
exposure to risk because he won’t bear the full cost of that risk.

Other examples of moral hazards are parents imposing stressful career
choices on their kids, bigots forbidding protected sex, and unethical doctors
suggesting unnecessary medical procedures.

The condition of suffering the consequences of one’s actions, “skin in the
game,” is the opposite of moral hazard. It incentivizes people to make
decisions that are good for them and others. As such, it helps protecting
populations.

However, incentivization is not the only way skin in the game protects from
harm. The next page shows another one.



Chapter 5.2
Skin in the game removes sources of irreversibility

Speeding fines incentivize drivers not to exceed speed limits. And yet, some
drivers keep going too fast and collecting fines. Part of the reason is that,
for some drivers, fines are like fees. They are a cost that might be worth
paying.
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A single fine does not prevent the driver from driving again. If it were only
for fines, drivers would be incentivized to drive slower but would not have
skin in the game. Skin in the game requires more than just incentives.

Conversely, crashing stops a driver from driving again – either because he
died or because the police canceled his driving license. It is not incentives
that provide skin in the game, but irreversibility.
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Irreversibility, for whom?

Irreversibility is not always bad. In a previous chapter, we saw that when
we talk about irreversibility, we must specify the layer at which it takes
place.

A dangerous criminal ending up in prison is bad for him but good for the
upper layer: society. Similarly, a corrupt politician getting exposed and
banned from public office is bad for him but good for society.

Populations want their members to have skin in the game. This way, over
time, they get rid of those that expose themselves and others to risks.



Populations, ergodicity, & skin in the game

As we saw two pages ago, skin in the game requires irreversibility.
Incentives that can be part of a cost-benefit analysis are not enough. A
dangerous player might neglect them, whereas no one can neglect
irreversibility.

Moreover, as we saw on the last page, one member abandoning a
population due to skin in the game benefits the population.

Therefore, a population can decrease its exposure to irreversibility by
exposing its members to it. Whether irreversibility has a positive or
negative effect depends on the layer observed.



Limitations

Of course, this is only valid for exposures to irreversibility that do not have
the potential to destroy a sizeable chunk of the population. Reckless drivers
dying in car crashes do make cities safer
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, for they disappear before they

can hurt too many people, but inventors dying from creating an atomic
bomb in their garage do not (though they probably do make the world safer
by raising a concern and triggering a response to it – again, it depends from
scale considered).



Summary of this chapter

Skin in the game prevents dangerous individuals from hurting others. It
does so in two ways. First, it incentivizes them not to do anything
dangerous. Second, if they do, it prevents them from doing it again.



Chapter 5.3
Skin in the game prevents dangerous behaviors from spreading

In the previous chapter, we saw how skin in the game prevents dangerous
individuals from putting others in danger. This is not the only way skin in
the game makes a population safer.

Take the example of frauds and charlatans. Most populations contain a few
of them. In the absence of skin in the game, they can perpetuate their scam
without consequences. They become famous. People imitate them instead
of someone more competent. As a result, ineffective or dangerous behaviors
spread. This is bad.

Conversely, in the presence of skin in the game, the success of charlatans is
short-lived. Their mistakes cause them to leave the pool of celebrities
people imitate before they influence the behavior of too many.

Skin in the game prevents dangerous or ineffective behaviors from
spreading. It ensures that frauds, charlatans, and incompetents are quickly
filtered out of the pool of experts that people imitate.

Additional notes: ergodicity and digital culture 
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, the importance of
immediacy for skin in the game

85
, and mimetic societies
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.



Chapter 5.4
Summary of the second strategy,
skin in the game

We saw how:

- Skin in the game acts as an incentive and as a filter that removes
dangerous individuals from the community and prevents dangerous
behaviors from spreading.

- Sociality helps aligning incentives within a community and conserving
precious variance. It makes one feel like he cannot act against his
community and then “jump ships.”

Here are some practical applications:

- Be wary of advice from people without skin in the game. They might
be incompetent or not have your best interest at heart.

- Be wary of envying people without skin in the game. Imitating them
might expose you to problems you didn’t consider.

- Careful of removing social bonding from your life or organization in
the name of efficiency: it has a purpose.



Part 6
Redistribution

In the second part of this book, we saw how Italian hospitals didn’t get very
busy with COVID on average, yet some got overwhelmed. Systems can
function well on average and yet fail locally.

If the overwhelmed hospitals in Northern Italy could have instantaneously
transferred the patients to the less busy ones of other regions, there would
have been no difference between the local and the average. Each hospital
would have been just as busy as any other one.

However, in reality, hospitals cannot redistribute their patients fast enough.
Hence, the local failures.

Redistribution influences whether a system working well on average
also works well everywhere.

A question worth asking is, “When there is a local spike in load, can the
system redistribute the load fast enough?”
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This part of the book explains how redistribution help managing non-
ergodicity. The next chapter is about load redistribution, and the following
one about financial redistribution. You will learn how redistribution can
help you, even if you’re better than those you redistribute with.

…



An example: bulletproof jackets work by dispersing the load from the bullet
hitting them across a large surface. If the hit load were restricted to a small
area, it would pierce the clothing.

Incidentally, bulletproof jackets are made of Kevlar, a fiber created by
chance by a DuPont researcher. In fact, of the four products that made
DuPont’s fortune (Nylon, Kevlar, Nomex, and Teflon), two of them were
discovered by chance while researching something else.



Chapter 6.1
Load redistribution

In the previous pages, we saw how hospitals would not have trouble
managing local surges in hospitalization if they could instantaneously
redistribute patients across all hospitals.

The faster a system can redistribute load the more ergodic it is, all other
things equal.
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This phenomenon applies to countries and large organizations, but also
individuals. For example, the waiting room at my doctor’s was frequently
overcrowded. He knew he had to do something. The expensive solution was
to rent a larger studio with a larger waiting room. The smart solution was to
take telephonic booking. A booking system helps to redistribute loads (in
this case, patients) over time.

This is important. Spikes in load can cause irreversibility – for example,
patients changing doctors because of too long waiting time (forever lost
customers) and patients getting illnesses from staying too long in a crowded
waiting room.

As another example, a good friend of mine recently purchased a car. He
chose to pay it in monthly installments over five years. He did so even
though he had the financial availability to pay it cash. He explained that the
loan allowed him to keep a buffer of money in the bank, to manage
unexpected problems. If he paid the car cash and lost his job next month, he
would be in dire straits.

This makes sense! He decided to prioritize survival over optimization, the
unexpected over the expected. Conversely, a clueless economist might call
irrational the choice to pay something more when there is an option to pay
it less. But temporal distribution matters.

Similarly, I’ve recently learned to appreciate actions that seem inefficient
but increase my resilience to sudden spikes in load. For example, in the
past, I tried to schedule all meetings in the city center on the same weekday,
to minimize my travel time. Now, I try to spread them over two days. Yes, it



means that I must commute twice. But it also allows me to benefit from
unexpected events that would otherwise destroy my schedule, such as a
client asking me to stay longer or a friend unexpectedly inviting me for
lunch.

Pre-emptive redistribution increases resilience and opens up opportunities.



post-mortems and pre-mortems

In large organizations, when a project ends, it is common to do a post-
mortem (it means “after-death”). It is a meeting in which the project manager
and his team meet and ask themselves, “What did go wrong? What should
we do differently next time?”

Post-mortems bring precious insights. They are a useful practice. Even more
useful are PRE-mortems. These are meetings held at the beginning of a
project, in which the team asks, “Let’s imagine that the project will have
failed. What could have gone wrong? What actions should we take today to
avoid this?”

Relying on post-mortems alone guarantee that you will be hit by some
problems once. Conversely, pre-mortems give you the chance to avoid the
problem before it gets a chance to hurt you. Post-mortems are reactive
whereas pre-mortems are proactive.



Firefighters are essential, and yet a firefighting strategy that relies on
reacting will have to fight more fires that it can attend to. The same applies
to those relying on POST-mortems alone.



Consider practicing pre-mortems for the important projects in your life. For
example, before your vacation to the other side of the country, ask yourself,
“If this trip ended up in disaster, what could have caused it? Is there any
preventive action I can take today?”

In particular – and here is where ergodicity and redistribution come into
play – you could ask yourself the following question. “Is there any moment
of the vacation in which loads cluster together? Can I redistribute them?”
For example, fatigue is a type of load. It might cluster during the 18-hours
drive to the vacation spot. Falling asleep at the wheel or having a fight due
to fatigue and stress are possible outcomes that might endanger the vacation
and the relationship. The chances are that if something very bad happens
during the holiday, it will happen where the load concentrates. A good idea
might be to book an overnight stay mid-way, to redistribute the fatigue over
two days.



Brittleness

Earlier, we saw how hospitals break down when there is a spike in patients
and they cannot redistribute them to other hospitals.

In mechanics, the inability to redistribute loads is called brittleness. Brittle
materials, such as ceramic, break easily. This is because they cannot
redistribute load spikes over their surface. A small hit, and they break.
Conversely, ductile materials such as rubber and metal are more resistant.
They can spread the load more evenly by deforming, whereas ceramics
cannot.
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In general, deformation helps with survival. For example, if you are free to
shift your schedule around, you are better able to resist sudden spikes in
workload. Or, if your commute can “deform” to another route, you can
avoid traffic jams.

As another example, Amazon Web Services is a multibillion business based
on the idea of selling computers
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 that can “deform” and expand their

computing capacity when they receive load above average.

The point is, to avoid breaking down, don’t be brittle. Deform to
accommodate your loads. More importantly, do not take too many
commitments that prevent you from deforming.



Practical application

As a freelancer, I learned that it is a good idea to keep some free time every
week in case some overtime is required to meet a deadline. Otherwise, if
something unexpected happens and I fail my deadline because I didn’t have
spare time to use, my client will be angry. He won’t give a damn if I have
some free time next week.

It is not the average that matters, but the local. Local spikes require local
buffers.
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Summary of this chapter

In this chapter, we have seen two concepts. One, redistributing loads helps
to prevent irreversible losses. Two, redistribution of unexpected loads
requires buffers or a local capacity to deform.



Chapter 6.2
Financial redistribution

Many people hold the idea that redistribution of resources is something that
helps the worst performers but also harms the best ones. This is true in an
ergodic world. However, in a non-ergodic world, you can often benefit
from redistribution, even if you’re giving more than you’re receiving. This
phenomenon is so counterintuitive that I had to make a real-world example
with numbers to believe it myself.

Imagine that both you and your friend Aaron are proposed the following
game. You take turns shooting a basketball. If you make the basket, you
double your money. If you fail, you halve it.

You are a better player than Aaron. Whenever you shoot, you have a 60%
chance to make it. Aaron has only a 50% chance. What’s the best strategy to
maximize your gains (without caring about Aaron’s)?

Counterintuitively, if after both you and Aaron take a shot, the two of you
decide to pool your money and take half each, you will end up with more
money than if you decided to play by yourself – even if you are a better
shooter than Aaron.
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The next page explains why.





Running the numbers

You start with $100. Imagine that you make the first shot and miss the
second one. After the first shot (in), you double it to $200. After the second
shot (out), you halve it to $100. You end up with the same money with
which you began.

Now, let’s see what would have happened if you played with Aaron, and
you made the first shot while he missed his, and then you missed your
second shot while he made his. You both made one shot in and one out. If,
after each shot, you polled your money and redistributed it half-half, the
following happens.

You both begin with $100. After your first shot (in), you double your
money to $200. After Aaron’s first shot (out), he halves his money to $50.
The two of you then poll your money, for a total of $250, and divide it half-
half. Now, you both have $125. After your second shot (out), you half your
money to $62.5. After Aaron’s second shot (in), he doubles his money to
$250. The two of you then poll your money, for a total of $312.5, and
divide it half-half: you both have $156.25.
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 The second scenario is much

better for you than the first one! You end up with an extra $56.25! (I know,
it’s counterintuitive. I had to re-read the previous paragraph three times to
convince me that it’s actually what’s going on.)

This phenomenon occurs because, when wins and losses are reciprocal
multiples of the bet, the absolute amount won is higher than the absolute
amount loss. It pays to redistribute, so that for each step forward, you
only make a partial step back.



Redistributing pays even if you’re better

The phenomenon described above holds even if you are a better shooter
than the person with whom you pool your money. Let’s continue the
experiment with you making the third shot, missing the fourth one, and
making the fifth one, whereas Aaron does the opposite. In the end, three of
your shots went in compared to two for Aaron: you shot better than him. In
the scenario in which you do not redistribute, you end up with $200. If you
redistribute, you end up with $305.

Redistributing pays, even if you’re better than those with whom you
redistribute.
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Therefore, redistribution doesn’t only make sense from an ethical point of
view but from a selfish one too.



Limitations and other considerations

There are some limitations to the previous statement. If Aaron were a
terrible player, missing all his shots, then you would be better off without
redistributing with him. Moreover, the thought experiment assumes that you
do not spend your wealth between games and that your two performances
are not correlated. If it were the case, when you missed, he would also be
likely to miss, reducing the benefits of redistribution.

Another consideration could be that a 50-50 split is inefficient, and perhaps
a 60-40 could be more efficient. Splitting 50-50 might induce laziness.
Incentives matter.

That said, in general, some redistribution is better than no
redistribution.



Redistribution increases ergodicity

The previous example showed how the problem with losses is not just that,
well, you lost something. It’s also that what you lost is not there anymore to
generate returns for you.

For example, imagine you invested $1000 and lost $900 in a market
downturn. When stocks double in price again, you will only end up with
$200. The $900 you lost are not there anymore to double their value to
$1800.



Full and partial irreversibility

There are two types of irreversibility.

The first one is what I call “game-over”: death, bankruptcy, and so on.
These are points of your life’s trajectory that when you touch, you cannot
leave ever again. This irreversibility is total.

The second type of irreversibility is partial. Some situations impair you and
make a recovery hard but not impossible or cap your full potential but allow
for partial recovery. For example, investing losses that do not cause
bankruptcy, an injury that lets you exercise but not quite like before, and so
on.

Redistribution helps mitigate both types of irreversibility. For example,
unemployment benefits help avoid personal bankruptcy. The redistribution
scheme in the basketball example above helps avoid excessive losses that
are difficult to recoup.

Since irreversibility causes non-ergodicity, we can say that redistribution
helps to decrease non-ergodicity.

As a reminder, in this book, I refer to ergodicity as a non-binary property.
This is because of the practical reasons explained in Part 3.



Practical applications

Here are some practical applications of redistribution:

- Taxes, obviously, but also other voluntary forms of financial redistribution
within tight communities such as shared pools of money.
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 Also insurances

and debt.

- Social ties are, in a way, a form of redistribution of time and care. I give
you some of my time when I do not need it. In exchange, I get a chance to
get some of your time when I need it.

- Rebalancing a portfolio, sharing knowledge, playing positive-sum
games, and reinvesting part of your finances in your community are
forms of redistribution. They help build direct and indirect safety nets that
might benefit you in case your fortune would change.



INsurance

In their Ergodicity Economics,
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 Ole Peters and Alexander Adamou show
that insurances are a puzzle that expected values alone cannot solve.

Let’s say that you have a house worth $100,000 and that there is a 1%
possibility of it taking fire any given year. You are considering whether to
buy insurance that would give you back the value of your house ($100,000)
in case it burned down.

The expected yearly value of the insurance contract would be the value of
the insured good ($100,000) multiplied by the chance of the insurance
triggering (1%). The total is $1000.

The insurer would want more than $1000, to cover his operating costs. In
contrast, the owner would be willing to pay $1000 at most. Since these two
ranges do not overlap – more than $1000, and up to $1000 – we would
expect insurance contracts never to be signed. In reality, they are common.
So, something else must be going on.



Not insuring one’s house means that a fire causes his owner to go bankrupt,
unless he is very wealthy. In contrast, a single house taking fire doesn’t
cause its insurer to go bankrupt.

Therefore, the owner is willing to pay a premium to protect himself from
irreversibility. The insurer is willing to sell this protection from
irreversibility because it increases his own exposure less than it
decreases it for the owner. This is because the insurer is wealthier than the
house owner and can thus tolerate larger temporary losses without going
bankrupt.
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Additional notes on insurances

I simplified the previous example a lot. Ole Peters and Alexander Adamou
offer a detailed and formal explanation in their paper “Ergodicity
Economics.”

Another way to grasp what is going on is to remember that (non)ergodicity
is not just a property of an activity – in this case, insurance. Instead, it is a
property of an actor, an activity, and the exposure of the former to the latter.
Hence, the same activity might affect differently the ergodicity of two
different actors. Any analysis that claims irrationality without considering
this point is likely to be flawed.



Other benefits of redistribution

So far, we have only seen the direct benefits of redistribution. There are
indirect ones too. For example, it eases social tension, creates a stabler
system, and fosters positive-sum games (in the previous example, it
motivates me to teach Aaron to shoot better, and motivates Aaron to give
me valuable feedback that might improve my skills and returns).



Altruism and redistribution

As we saw in the previous pages, redistribution is full of benefits. I suspect
that we evolved altruism as a way to produce redistributive behaviors.



Localism and its benefits

In a centralized country, decisions are taken by institutions at the country's
geographical, cultural, and social center. These decisions are then applied
equally to the whole country, with no tailoring.

Conversely, localism (the opposite of centralization) wants decision-making
to happen at the lowest level possible – at the community level, if possible;
if not, at the town level; if not, at the province level, and so on. This allows
the decision-makers to know the topic of the decision closely, to have skin
in the game so that they do not take excessive or unethical risks, and to
make very tailored policies. These are very valuable benefits, in particular
in the long-term, because they make mistakes less likely.



Variance benefits ergodicity

On the one hand, we saw how populations benefit from the action of natural
selection on some of its members.
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 On the other hand, populations want

most of their members to survive, not just their fitter ones. This is for three
reasons. One, we are humans. Two, numbers bring strength. Three, numbers
bring variance, and variance is important.

As environments change and predators or competitors evolve, the traits
required for thriving vary too. One day, the tribe might need someone
strong. Another day, it might need someone smart. It is wise to preserve the
smart even when his skills are not needed.
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Altruism and redistribution help to keep a population diverse and thus more
resistant to the unknowns of the future.
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Chapter 6.3
Summary of the third strategy, redistribution

We saw that some degree of redistribution within a system increases the
ergodicity of its participants.
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We also learned that in load distribution, the capacity to deform (i.e.,
redistribute load) allows the mitigation of load spikes that are often the
trigger for irreversible damage.

Finally, we saw how redistribution not only helps to avoid game overs but
also increases long-term outcomes even for those who are more effective
than the average person.



Part 7
The hidden side of
non-ergodicity

Non-ergodicity is often seen as something undesirable, but there are cases
in which it is desirable.

Take the example of baking. Ten inexperienced people baking a cake are
likely to produce ten bad cakes. Conversely, an inexperienced person
baking ten cakes is likely to produce two bad cakes and eight good ones, as
she learns and improves. Because the population outcome (ten bad cakes) is
different from the lifetime outcome (two bad cakes and eight good ones),
baking cakes is non-ergodic. But it’s good! The source of irreversibility
here is learning, and that’s something we want.
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Non-ergodicity is undesirable when the lifetime outcome is lower than the
population one but desirable when it’s higher.



Examples of positive non-ergodicity

Learning. If you ensure that past errors won’t happen again (i.e., you
introduced positive irreversibility), good for you!

Relationships. Going on a date with the same person ten times produces
different outcomes than going on ten dates with ten people.
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Customer acquisition. In some businesses, showing your product once to a
thousand customers will convert few of them into clients, but showing it ten
times to a hundred customers will convert more.

Skin in the game. As saw in Chapter 5, in some domains, society relies on
irreversible damage at the individual level. For example, bad drivers dying
in car incidents or losing their driving license keeps other drivers safe. In
this case, negative non-ergodicity at the individual level translates into
positive ergodicity at the collective level.



Looking for positive non-ergodicity

Ergodicity is not an ideal to achieve; when non-ergodicity is positive, you
might want to cultivate it to some degree. The best approach is not to focus
on labels but to use the techniques described in this book to analyze
situations in their practical outcomes over appropriate time horizons.



Part 8
Other
examples of non-ergodicity

This last part of the book presents three more examples of non-ergodicity:
behavioral change, the coronavirus pandemic, and investing.



Chapter 8.1
Behavioral change

If you manage to brush your teeth after dinner for thirty days straight,
you’re likely to have formed a lifetime habit. Conversely, if you brush them
only once a week, you might go for your whole life without having formed
a habit of brushing teeth.

Not only do habits take repetition, but they also take consistency. It’s not
just about how many times you perform a habit. Instead, it’s about how
many times you perform it within a short period.

Behavioral change is non-ergodic. The distribution of efforts matters.



The importance of achieving Critical mass

I spend part of my time helping organizations build a culture of operational
excellence. I have observed with my eyes hundreds of companies. I do not
know of a single one that built desired habits without obsessing over it for a
short period. If a manager can keep his team focused on getting one thing
right for about 2-4 weeks, he will have created a lasting habit.

Conversely, I have seen many companies whose managers remind their
workers about the desired behavior once a week for years. They obtain no
result. Of course – they fail to achieve the critical mass required in the
minds of their team members to build a habit.

Managers that ignore the non-ergodic nature of behavioral change end up
wasting their time and achieve no result. Conversely, those who
acknowledge it get quick successes that compound over time.



Chapter 8.2
Ergodicity and the pandemic

I wrote my first four books sitting at coffee shops. I’m writing this one from
my kitchen table because it is 2020, and the recent coronavirus pandemic
made it risky to spend hours in enclosed public spaces.

One reason why many countries mismanaged the pandemic is a
misunderstanding of ergodicity. Here are some considerations that have
been neglected.

- “Number of cases per country” and “number of cases per country per
100,000 population” are less useful measures than apparent. Sure, they
tell us how many people are infected (assuming correct data and transparent
communication – a strong assumption). However, they do not tell us much
about the state of healthcare. From this point of view, “number of hospitals
with bed saturation higher than 95%” would be a better measure. Moreover,
they do not tell us much about containment. “Number of active clusters”
would have been a better metric. The point is, we measure to make
decisions, and these decisions should consider local conditions. National
averages are misleading.

- R0. This coefficient is supposed to tell us how infective the virus is. It
estimates the expected number of cases directly generated by one case in a
population where all individuals are susceptible to infection. From most
practical points of view, it is useless at best and misleading at worst. First of
all, it is not the property of just a virus – as the media depicted it. Instead, it
is the property of a virus, a population, the quantity of the former in the
latter, and the exposure of the latter to the former. For example, the same
virus can have different R0 values depending on whether concerts are
allowed. More importantly, as many pointed out, spending 120 minutes
with a single friend has a different potential for contagion than spending 10
minutes with 12 friends. Again, averages are misleading.

- The average mortality doesn’t tell us much about the lethality of the
virus. There are two hypotheses related to this. One, proven in Northern
Italy, that the distribution of the infections affects their mortality. If too
many sick go to the same hospital, the staff cannot attend to them enough,



and their mortality rises. The second hypothesis is that how much virus you
inspire determines its lethality. Under this assumption, it’s important to
know not only how many deaths and cases there have been but also their
distribution. A virus that is spread homogeneously over a country would
seem less lethal than it really is.

- Narrow forecasts on the number of deaths assume no path-
dependency. Given two identical countries, one which enacted preventive
measures at the beginning of January and one that enacted them at the
beginning of February will have a different number of deaths in March, all
other things equal (because the virus got time to spread and the number of
people within one “social distance” of an infected are higher in the second
country). Any forecast that considers such path dependency is bound to
have a large bracket of forecasted numbers. It follows that any forecast with
a narrow range assumes no path-dependency – an extremely strong
assumption.

These were just a few of the many ways in which analyses regarding the
pandemic assumed that our world is ergodic when it isn’t, producing
misleading information.



Chapter 8.3
Narrowness, broadness, and ergodicity

At the beginning of this book, we saw that what is optimal to win a single
race is not optimal to win a championship. Of course, both require skills
and athleticism. But on top of that, a championship requires some
sustainability. You cannot give it all and risk your life or your joints, not as
much as you could if all that mattered was a single race.

The same can be said within a race. If you are one of the top ten skiers, it is
relatively easy to be the fastest in a single slope. Just go down without
caring about the next turn, your knees, or your life.

The easiest way to increase performance is to narrow the time frame over
which it is measured.

Sadly, it is also the easiest way to produce unsustainable performance.

If your tactic to go faster is to do as if there were no negative consequences,
you will go faster, and then you will receive the negative consequences. It’s
probably not a trade-off worth making.



Sustainable performance

If you want to ski fast, it’s very easy. Just keep your skis straight, your
knees bent, and go down the slope as straight as possible. You will have a
hard time avoiding a crash, but for a few seconds, you will be fast.

Everyone can be fast. The hard part is being fast while retaining control, to
be fast in the short term and the long term.

The easiest way to increase short-term performance is to do so at the
cost of long-term performance. It is hardly a tradeoff you want to make.
My cousin did it, and his career ultimately suffered from it.

Here are some other examples of the same tradeoff.

- Any salesperson can easily post record sales this month. The hard part is
to do it without using discounts or deception, so that neither the brand nor
the profits suffer.

- Many people can have a great career at something. The hard part is to do it
while keeping a healthy personal life.

- Any restaurant manager can make the business more efficient by buying
cheaper ingredients. The hard part is to cut costs while keeping quality high.



Restricting the scope

We can generalize the previous examples as follows.

The easiest way to increase performance is to restrict the scope of its
definition. For example, we can restrict the definition of fast from “fast
during a whole championship” to “fast in this particular slope.” Or, we can
restrict the definition of happiness from “a fulfilling career, a happy family,
a good social life, and a healthy body” to “a prestigious job title” or “a
coveted spouse.”

In both cases, we make the outcome easier to achieve, but it will also mean
less and matter for a shorter time.

Moreover, we open the door to undesired consequences. Maximizing our
speed not across the whole championship or even across the race but on one
particular slope might lead to us going too fast and crashing shortly
afterward. Optimizing our relationship choices, or even our life, to achieve
a marriage with a spouse envied by our friends might lead to a quick
divorce.



Expanding the scope

On the other hand, the easiest way to hide problems is to increase the
scope of measurement.

If a town has a few districts whose population lives in poverty, it can
conveniently hide the problem by talking about the average income
measured across the city as a whole.

If your romantic life is in shambles, you can conveniently hide the problem
by measuring your happiness across all your activities, including your
career and your friends.

We saw how reducing the scope of measurement to increase performance
opens the door to undesired consequences. Expanding the scope of
measurement to hide problems leads to them too. Problems grow the size
they need for them to be acknowledged. A hidden problem is a problem
that keeps growing, and that will damage us more painfully in the future.
For example, social unrest is not a problem for the wealthier part of the
population until riots start and ignored health problems grow to threaten our
lives.



Ergodicity and scope

Ergodicity provides us with a few tools to recognize whether, in a given
context, it is safe to expand or restrict the scope of measurement. In general,
in non-ergodic contexts, it is not safe to do so.

Whether a context is ergodic can tell us:

- If it is safe to optimize short-term performance, or whether we should care
about securing sustainability first. Had my cousin known about ergodicity,
he would have known that skiing each race as if it were the last one might
actually make it become the last one.

- If it is safe to use averages, or whether we should consider more granular
data. Had we known that, we would have managed the pandemic better (as
described in the previous chapter).

- Why so many employees burn-out. A company cares about performance
across all its employees in a given month, but an employee cares about his
performance across his whole career. Different scopes create a conflict of
interest for the employee and his employer, even if both care about the same
metric, performance.



Efficiency and effectiveness

The tension described above between short-term and long-term
performance is similar to the difference between efficiency and
effectiveness. When a skier goes down the hill at full speed, he is efficient.
He only needs a few seconds to complete the slope. When a skier has a long
career full of medals, he is effective.

The difference between efficiency and effectiveness is that the former is a
snapshot in time, and the latter describes a lifetime. Or, to be more precise,
efficiency is restricted by time (in that case, the duration of the race). In
contrast, effectiveness is expanded across time, encompassing an entire
lifetime. What is efficient in the short term might or might not be effective
in the long term.



Summary of this chapter

- The easiest way to increase performance is to restrict the scope of its
definition. Sadly, it is also the easiest way to incur problems.

- The easiest way to hide problems is to expand the scope of measurement.

- Ergodicity determines whether it is safe to restrict or expand the scope of
measurement.



Chapter 8.4
Sustaining performance

As I am writing these lines, legendary investor Warren Buffett is the
seventh richest person on Earth. He made 99.7% of his fortune after his
52nd birthday and 30% of his fortune after his 83rd birthday.
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Of course, his skills in producing high returns mattered.
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 But his skills in
avoiding bankruptcy mattered more.
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 If he had gone bankrupt before the

age of 60, as many “brilliant” investors did, he would have been forgotten.



Unsustainable performance

Energy company Enron has been awarded Fortune magazine’s “America’s
most innovative company” award for six years between 1996 and 2001. It
then filed for bankruptcy in the same year, 2001.

The problem with these awards is that they look at returns without also
looking at sustainability. They look at who makes the most smoke, without
checking if they’re burning their house in the process.
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It is easy to make money. I could sell my kidney or scam a neighbor. It is
much harder to do so in a way that doesn’t fuck up my life.

In real life, consequences matter and are there to stay. Sustainability is
often a larger obstacle to performance than talent. Few are willing to
sacrifice their marriage, their health, their reputation, or anything else that,
if lost, is hard or impossible to get back. As a result, they make conservative
choices.

Are they really sacrificing returns by taking these conservative choices,
though? Or are they maximizing them, all things considered?



Leading and lagging indicators

Readers of my two books on management, “Best Practices For Operational
Excellence” and “Teams Are Adaptive Systems,” are familiar with my
thoughts around indicators. All companies track indicators such as revenue,
profit, and incidents. These are called lagging indicators, for they describe
what already happened.

That said, some companies also track leading indicators. These measure
factors influencing the future performance of the company. For example,
the behaviors expressed by the employees, their skills, the hours of training
done, the number of clients visiting or visited, and so on.

There are many benefits to tracking leading indicators in addition to lagging
ones. For example, suppose that you measure how many employees of your
company wear personal protective equipment (a leading indicator). If you
discover that many do not wear them, you have a chance to correct the
situation before one of them gets injured. Conversely, if you estimate the
safety of your workplace by only measuring incidents (a lagging indicator),
you will only take action after the damage is done.

Measuring leading indicators allows you to spot problems before they get a
chance to cause irreparable damage. Relaying on lagging indicators ensures
that you will get hit by irreversibility, eventually. By now, the impact on the
ergodicity of both should be clear.



Achieving sustained performance

Most frustration comes from doing the necessary believing it is
sufficient. Hence, let me clarify that the contents of this paragraph are not
sufficient to achieve sustained performance but merely necessary – unless
you rely on luck.

I believe that to achieve sustained performance, it is necessary to measure
leading indicators. They will keep you on track, allowing you to outlast
your competitors, even if they are more skilled or wealthier. They will give
you chances to avoid game-overs. They will show you where what others
call luck resides.

Conversely, relaying on lagging indicators is not enough. They mislead the
observer to go all-in during an ephemeral success, causing him to be
destroyed by the following regression to the mean. They introduce a false
sense of security by not measuring problems until they’re big enough to
cause irreparable damage, or by not spotting success until it is apparent (and
therefore dissuading everyone but the most determined).

By giving you a chance to react to problems before they hurt you
irreparably, leading indicators increase your ergodicity. Conversely, lagging
ones decrease it.

Choose wisely what to measure.



Chapter 8.5
The tragedy
of the commons

The classic example of the tragedy of the commons is as follows. There’s a
village near a small pond (the “common”). Self-interest would dictate its
citizens to catch as much fish as possible. But if everyone does that, the fish
population disappears (the “tragedy”).

In a reply
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 to a post of mine, Rory Sutherland connected the idea of
ergodicity to actions that are rational if one person does it but disastrous
when everyone does it. This made me wonder if the tragedy of the
commons could be formulated in terms of ergodicity – and it can.

We have seen how ergodicity is satisfied only when the lifetime and
population outcomes coincide. What about the pond example above? If a
single villager catches a fish a day, he can sustain himself indefinitely; but
if the whole village goes fishing the same day, they can have a luncheon but
will starve over the following weeks. The two outcomes are different;
therefore, tragedies of the commons are non-ergodic.



Fatigue

Imagine that the pond is very large and contains thousands of fishes. How
many fishes can each villager capture a day without endangering the fish
population?

The answer depends on the reproduction rate of the fishes. In general, the
villagers can only fish as many fishes as the number of newborns.

109
 If the

villagers fish more than that, the fish population shrinks over time; and if
they fish less than that, the fish population grows.

The technical name of this phenomenon is fatigue. It is found in many
contexts of life. For example, some sports cause mini-injuries to our
muscles and ligaments. If we practice them too frequently, ligaments are
damaged faster than our body can repair them and, after some time, we
might find ourselves with a torn ligament. Again, what matters is the ratio
between damage speed and recovery speed.

In general, whenever damage speed is faster than recovery speed, fatigue
takes place. If continued for long enough, a fatigue failure occurs.
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Fatigue is the characteristic phenomenon of tragedies of the common.



Fatigue and ergodicity

Fatigue is a strange beast. Up to a point, it is reversible. If you over-exert
yourself and notice before the injury, a bit of rest can lead to full recovery.
However, beyond a certain point, it is irreversible. Some injuries cannot be
fully recovered from. And to make things more complex, regular exercise
alternated to enough rest can make you stronger, thus able to withstand
higher loads without hurting yourself.

This pattern is the reason I chose fatigue as the last chapter. Over the book,
we’ve examined scenarios as if the actor, the activity, and the exposure of
the former to the latter were fixed in time – determined at the beginning of
the analyses and then assumed constant. However, in real life, not only can
these properties change over time, but they often change based on what
happened to them at the previous time steps. For example, an athlete that
suffers a minor injury from excessive training might learn his lesson and
train more properly, reducing the chances of future larger injuries.

How these properties influence each other is a subject too complex and too
domain-specific to be discussed here. However, I will leave you with a final
comment. Applying the three strategies discussed so far (limiting exposure,
skin in the game, and redistribution) is more important than knowing how
the system work. Relying on knowledge make one prone to complacency,
over-optimization, and the Ludic Fallacy.
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Conversely, limiting exposure, skin in the game, and redistribution not only
make you less likely to suffer from events you couldn’t predict, but also
enable learning and thus self-correction.

Without limiting exposure, one cannot learn from mistakes, for
mistakes can spell “permanent game-over.” If you go all in and lose, you
don’t have a second chance where to apply your learnings.

Without skin in the game, one might learn the wrong lessons or learn
from the wrong people. Skin in the game is the dampener of recklessness;
without it, recklessness begets more recklessness.



And without redistribution, even small events can have irreversible
consequences. Without a system to redistribute patients between hospitals,
even a local outbreak might result in an overwhelmed hospital.

Hence the importance of understanding ergodicity and its practical
applications: it makes less important to understand everything else.



Conclusions

In the first half of this book, I explained how mistaking a non-ergodic
system for an ergodic one causes wrong decisions. In particular:

- In the first part of the book, I showed how irreversibility causes losses to
absorb future gains.

- In the second part, we saw how systems can work on average and still fail
locally, if losses are irreversible for its local components.

- In the third part, we learned that a system is non-ergodic if the lifetime
outcomes of its participants do not coincide with the expected outcome.

Then, in the second half of the book, I described three strategies to manage
non-ergodicity:

- The barbell strategy: avoid exposing all of yourself to a risk of ruin, no
matter how small.

- Skin in the game: ensure that the dangerous gets removed, fast.

- Redistribution: it’s good for you, even if you’re above average.

The last few pages of this book contain quotable bits and information about
me and my other books. Enjoy!



One last thing

If you enjoyed this book and want to try another one of mine, please email
me a proof of purchase* and I’ll send you a 5$ voucher to use against any
eBook of mine.

(*): it could be a picture of you holding this book (just the book and your
hand is okay), a receipt of an online purchase (blurring your personal data),
a picture of a few paragraphs, etc.

My email is Luca@Luca-Dellanna.com; please mention which eBook of
mine you’d like the voucher for (you can find the full list of books on Luca-
Dellanna.com)

mailto:Luca@Luca-Dellanna.com
https://luca-dellanna.com/
https://luca-dellanna.com/


Quotable bits

When people say that childhood was the best time of their lives, they
usually miss reversibility.

Avoiding the risks of ruin is how you get ahead in the long-term.

Maximizing the expected returns of your choices is a good strategy if and
only if mistakes and misfortunes are reversible.

What is optimal in the presence of reversibility is stupid otherwise, and the
other way around.

It is not the best ones who succeed. It is the best ones of those who survive.

Performance is subordinate to survival.

Over the short term, consequences that apply beyond the short-term do not
matter. Over the long term, they do.

Irreversibility absorbs future gains.

Distinguish between calculated risks whose consequences you can recover
from and recklessness whose consequences might permanently debilitate
you. There is a sweet spot where you expose yourself to the former but not
the latter – that’s a good place to aim.

Any form of “game-over” nullifies future gains, bringing the average down.

For real people, the limitation on the number of times they can play can
transform their lifetime outcome of a gamble to negative.

It is pointless to envy someone with whom you wouldn’t trade places in all
parallel universes.

Do not envy the survivors of ventures in which you didn’t participate.

A system can work well on average and still fail locally.



As an individual, you do not care whether the system works on average.
You care if it works for you.

Central organizations are only efficient to the central observer.

The best strategy depends on whether you are the gamble or the gambler.

The survival of a population does not coincide with the survival of its
members, not all of them.

Whether you live in an ergodic world determines what is rational and what
isn’t.

For most people, what matters is how much their lifetime outcome diverges
from the population outcome in the medium term.

Moods are tools to adapt to environments with clustered resources.

Moderately moody people tend to be more efficient than moodless ones.

Natural selection is inevitable, but we can avoid it at any given level by
pushing it towards a lower one.

A population can decrease its exposure to irreversibility by exposing its
members to it.

Systems that can instantaneously share load are more ergodic.

In a non-ergodic world, you benefit from redistribution even if you’re
giving more than you’re receiving.

It pays to redistribute, so that for each step forward, you only make a partial
step back.

Ergodicity is a property of an activity, its participants, and the exposure of
the latter to the former.

Behavioral change is non-ergodic. The distribution of efforts matters.



Sustainability is often a larger obstacle to performance than talent.

The easiest way to increase performance is to narrow the time frame over
which it is measured. Sadly, it is also the easiest way to produce
unsustainable performance.

The easiest way to hide problems is to increase the scope of measurement.

Problems grow the size they need for them to be acknowledged.



About the Author

An automotive engineer by training, after having led large teams and
consulted for large multinationals, Luca quit his corporate job to become an
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He dedicated his career to research the topic of emerging behavior and
communicate its findings and their implications.

After having lived in Spain, Germany, Kazakhstan, and Singapore, Luca
recently moved back to his hometown of Turin (Italy). He spends his days
between consulting, teaching, and conducting his independent research
from his home, a coffee bar, or a park.



Luca also consults corporations, startups, and individuals on
behavioral change and antifragile operations. Once per year, he teaches a
Risk Management module at Genoa University. He also regularly holds
private workshops for entrepreneurs, operations managers, plant managers,
and CEOs / COOs.



You can find Luca on…

Luca writes regularly on Twitter (@DellAnnaLuca). You can visit his
professional website and blog at www.luca-dellanna.com. You can also
contact him at Luca@luca-dellanna.com

At the end of this tome, you will find a brief overview of Luca’s other
books.
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friends or colleagues, by leaving a review on Amazon / Gumroad /
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Other books
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100 Truths You Will Learn Too Late

“I am amazed at Luca Dellanna’s ability to observe, compile, and
articulate 99 very actionable life principles here. Each chapter describes
the rule in a way that makes you think and then summarizes the action.
It’s filled with DEEP insights yet VERY readable.”
– Theresia Tanzil

“Absolutely brilliant. You might have grasped some of these concepts
before, but having them structured and in writing makes all the
difference […] I will surely recommend it to friends and co-workers.”
– Alberto Pisanello

“A very thoughtful piece of writing, deep and wiring!”
– David Krejca



“Luca Dellanna’s new book, “100 Truths,” is super tight! […] Practical,
directional advice.”
– Hari Meyyappan

“A thoughtfully written book in very straightforward language.”
– A.L. Peevey

I wasted years of my life because I did not know its rules.

I did not know the rules of relationships, of careers, of health, of happiness.

Then, through hard work, talking with mentors, and trial and error, I
uncovered some of them.

Now, I lay these rules out for you. In this book, you will find 100 of the
lessons I learned.

It will still require hard work from your side to internalize them and put
them into practice. Still, this book will make this process easier by letting
you avoid committing the same mistakes I did.



The Pandemic Guidebook



The Control Heuristic, 2nd edition

“This book is like a magnificent suspension bridge, linking the science of the
human brain to the practical craft of applying it in everyday life. I loved it.”
– Rory Sutherland

“A SUPERB book […] by one of the profound thinkers in our field
[behavioral economics].” – Michal G. Bartlett

“Luca’s book was so helpful to my work. Opened my eyes up to some
more reasons why change is so hard.”
– Chris Murman on the first edition

At first look, human behavior appears as an inexplicable mess. Why do we
behave irrationally? Why do I behave irrationally? Why is it so hard to
change? What is happiness, and why does it seem to escape us?



We can only understand the brain as a distributed entity. The key to
understanding it is to look at how the different brain regions interact with
each other, how misunderstandings become illusions, and how selfish
interests become irrational behaviors.

The Control Heuristic offers a new perspective to answer these questions. It
provides a guiding light to shed the darkness of the subconscious resistances
that prevent us from behaving like the man or woman we want to be.



Teams Are Adaptive Systems

“I’m a huge fan of High Output Management and Setting the Table […]
Luca’s Best Practices for Operational Excellence took my management to
the next level.

It’s been almost a month since I started implementing the principles, but I
can already say that I’ve noticed a significant improvement in my company’s
morale […] That feels amazing.”

– Molson Hart, Viahart CEO



If you manage teams, one of the hardest lessons you will have to learn is
that your decisions are important not for their immediate result, but for the
future behaviors they make more likely in your subordinates.

In my professional experience, I noticed that the best managers are those
who understand that teams are adaptive systems.

Teams do not act but react. They learn not from words and speeches but
from their work environment. They respond to the incentives that are
communicated through action, not words.

When I see a manager struggling, it is often not because he doesn’t make
the right decisions based on what he knows, but because he cannot see the
experiences that his subordinates are having and that shape their behavior.

In this book, I will teach you to see what your subordinates see, to
understand how they adapt to your actions. Once you understand the
pressures they are subject to, you will know what to do to shape their
behavior and align their perceived incentives to what is good for the
company and their professional development.

This book is the game-changer that transforms team management from a
messy and noisy activity to a simple set of cause-effect relationships.



The World Through a Magnifying Glass

“Thank you for helping me understand! My son was recently diagnosed,
and I needed to be able to understand how he views the world. Why
certain things would overwhelm him and cause so much anxiety and
pain. This book made it so clear and easy to understand.”
– Geiger T.

“Thanks to Luca Dellanna for his book about autism and ASD. It’s
probably one of the best works I have read in that matter (I have read a
few), and it’s surprising how realistically he depicts the condition.”
– Manel Vilar

“Loved The World Through a Magnifying Glass – this analogy NAILS
IT.”
– Emerson Spartz, NYT Bestseller Author



This book is for parents, friends, or anyone related to someone with Autism.

This book is for neurologists and psychologists to help them understand the
world of autism spectrum disorders.

This book is for people on the Spectrum, to help them understand
themselves.

Some of the topics covered inside:

The Magnifying Glass: a metaphor to understand perception under the
Spectrum
Why people on the Spectrum are impaired in contextual fields (such as
personal communication) and advantaged in mastering detailed fields
(such as computer science).
Peripheral Functionality Blindness: the reason people on the Spectrum
do not develop appropriate body language and facial expressivity.
Prioritization by Specificity: the reason literal meaning is the only thing
that matters for people on the Spectrum.
The High-Pass filter: a novel hypothesis for the Autism Spectrum
Disorder, coherent with previous theories and experimental results.

(Reading time is about 1h30)



The Power of Adaptation

“This guy! Luca is amazing. So insightful with common-sense
applications of complexity and the ability to communicate clearly!!” –
Bob Klapetzky

This book is for you if:

You like books dense with information.
You appreciated books such as Taleb’s Antifragile.
You accept that the world is dynamic. Therefore, understanding how
something changes is more important than understanding how
something works now.
You do not like usual business / self-help books that provide solutions
that only work in the short-term.



“The Power of Adaptation” focuses on the topic of adaptation as the main
force shaping the world as we know it. However, adaptation is an emergent
process. Therefore, it cannot be understood through narratives, nor can it be
acted upon directly. This book aims to describe the underlying phenomena
which weave together into what we perceive as adaptation. It is a guide to
practice the four behaviors that will help them harness, rather than
fight, change.



Best Practices for Operational Excellence

A book on Operations Management for CEOs, COOs, and Operations
Managers.

Written by an author who understands complex systems and how to design
antifragile operations.

Inside:

The Four Principles of Operational Excellence.
The Eight Best Practices of Operational Excellence.
How to roll-out and sustain a change initiative.
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Notes

[←1]

They might change their job, but they don’t stop working; they might
invest into that bucketlist item, but they don’t empty their bank
account, and so on.

[←2]

and how long we project our current mating value to last.

[←3]

This applies to “Russian Roulette situations” – a concept explained in
the chapter after the next.

[←4]

I’m not saying that speed or performance doesn’t matter. It does. It just
matters less than survival, given a long enough time frame.

[←5]

Of course, these odds are greatly exaggerated, to show the point more
clearly.

[←6]

That would be 80% (the chances of safely completing a race) to the
power of 10 (the number of races).

[←7]

The expected number of wins is ∑(0.8i · 0.2), with i ranging from 1 to
10, where 0.8 is the chances of ending the race without an injury, and



0.2 are the chances of winning it. The result is 0.71 expected wins.

[←8]

Good ideas make for some of the worst mistakes.

[←9]

Between others.

[←10]

Yes, I know, yoga is much more than stretching. Still, the example
holds for the stretching part.

[←11]

Or, better and wiser, focus on getting the input right rather than on
maximizing the output. Practitioners will know what I mean.

[←12]

This doesn’t mean that hard work is bad. It’s not. Small stretches of
extreme hard work are good and, in some professions, necessary. The
problem is when there is no time for recovery, and damage
accumulates until the inevitable breakdown.

[←13]

Trust takes years to create and seconds to destroy, they say. True. And
on top of that, trust takes personal closeness to create – if you break
the trust someone put into you, you might be denied that closeness
and thus the chances to rebuild trust.

[←14]

Depending on the domain, in absolute terms, or relatively to the
minimum reasonably possible to conduct the activity.



[←15]

You only have a 12-in-a-billion chance of surviving 100 rounds of
Russian Roulette.

For comparison, you have a 16% chance of surviving 10 rounds and a
1% chance of surviving 25 rounds.

In general, your chances of survival are (5/6) ^ n, where 5/6 are your
chances of surviving one round, and n is the number of rounds played.
Death over time is certain, that is, (5/6) n tends to zero for n → ∞.

[←16]

This includes both intrinsic limits to how many times we can repeat
the activity (e.g., after my cousin broke his legs a few times, he
couldn’t ski anymore) and extrinsic ones (e.g., a professional skiing
career only lasts a couple of decades, after which one is too old).

[←17]

It doesn’t mean averages don’t matter, but that one must ask how
likely is the average to apply to himself.

[←18]

It’s risky not to take risks.

[←19]

Sometimes also called the ensemble average.

[←20]

I use the term “lifetime outcome,” even though not canonical, as I have
experienced it leads to faster understanding.

[←21]



Across this book, I use the expression “a system is ergodic” as a
shorthand for “a model describing a system is ergodic.” The later
chapter on the definition of ergodicity explains this choice.

[←22]

In an only partially related note, I often joke that 5 in 6 economists
think that Russian Roulette is safe.

[←23]

Cunning readers might have thought that such a bet is suspicious.
Whoever proposes it must be a swindler, hence it’s wise to decline
playing. This is a sound reasoning, and by itself a good enough reason
to explain the hesitancy of participants. However, as the next page will
show, even assuming full good faith in the person proposing the bet, it
is still advised to refuse playing it.

[←24]

Assuming a limit of two plays and $1000 cash in the wallet before
beginning the game.

The more the plays, the lower the average winnings.

[←25]

I recommend
https://ergodicityeconomics.files.wordpress.com/2018/06/ergodicity_e
conomics.pdf

[←26]

In this case, it’s useful to distinguish the case of an entrepreneur who
succeeds against all odds because others were wrong in guessing the
odds, and the case of one who took a bet that heavily relied on luck.



In the second case, I do not want to take away any merit – society
benefits from entrepreneurs taking gambles with individual downside
and societal upside, so I’m grateful for his actions. That said, I am also
wary of envying him. I can envy his decision if and only if I would
desire to take the gamble he took, not just his win.

[←27]

This doesn’t mean not to take them – pursuing them might be a good
strategy, if you can take enough of them to ~guarantee that at least one
will succeed. This strategy is explored later in the book.

[←28]

29,010 COVID hospitalizations on the 4th of April in Italy, according
to statista.com (link), and 284,713 public hospital beds in Italy
according to an untitled report on the Italian Health Ministry website
(link). I’m writing these lines in September 2020.

[←29]

Informally.

[←30]

In early 2020, the WHO and other centralized health institutions
condemned effective measures such as face masks on the ground that
not everyone has them. Such positions can be described as “minimum
common denominator healthcare.”

[←31]

Institutions such as the EU make much more sense in an ergodic world
than in a non-ergodic one.

[←32]

https://www.statista.com/statistics/1125030/covid-19-patients-hospitalized-since-the-outbreak-italy/
http://www.salute.gov.it/imgs/C_17_pubblicazioni_1203_ulterioriallegati_ulterioreallegato_10_alleg.pdf


Many disagreements between people in good faith come from one of
the following two causes. One, they’re optimizing different metrics.
Two, they’re considering the marginal utility of a resource whose
utility is nonlinear and of which they possess different quantities
(example: $100 are less important to a millionaire than to a single
parent working a part-time job – of course they will have different
perceptions of the value of $100, even if none is virtue signaling).

[←33]

Skin in the game will be the object of a further chapter.

[←34]

The idea of electing representatives of the periphery to become part of
the center was supposed to solve the problem. It would, in theory, but
only if the representatives were true members of the periphery and,
after a short mandate, had to come back and be a member of the
periphery again. Sadly, I am witnessing more and more that the
representatives elected in the peripheries are members of the center –
not geographically but socially and culturally.

[←35]

Readers versed in ergodicity will know that it’s not just about
irreversible damage, but any forms of irreversibility.

[←36]

This point is in addition to the previous one that irreversibility absorbs
future gains. A bankrupt investor loses the possibility to benefit from
the following market growth. And a divorced husband loses the
possibility to restore the relationship.

[←37]

As a side note, my top takeaway from Tony Robbins’ “Awaken the
Giant Within” was that beliefs should be treated as investment



decisions: what’s their return?

[←38]

Of course, within the boundaries of ethics, respect, promises, and
human decency.

[←39]

Careful, though, on whether your survival is necessary to theirs. This is
one of the reasons I’m skeptical of the idea of managing a country as if
it were a company. When you manage a company, you do not have to
hire every applicant, and employees can decide to leave and find
themselves another company. Conversely, citizens cannot find
themselves another country. Some can, but they are a minority. It
shouldn’t be an obligation or an “or else”.

[←40]

An additional consideration to the example from the previous page is
that entrepreneurs (the gamble) can become themselves a gambler if
they can withstand failure and quickly make another bet. That’s an
extremely desirable trait.

[←41]

Of course, we must here ask ourselves the question, for whom? If not
for the company, for some of its managers. Employees burning out are
generally bad for the company, for not only it loses talent, but it also
lowers morale and has other negative indirect effects. However, some
managers might not feel the consequences and thus take decisions
neglecting them.

[←42]

A key decision every company makes, deliberately or not, is: what is
our time horizon? As we saw in the introduction, that is the key
decision that will influence all future decisions. For if the time horizon



is short, the negative consequences of overworking employees won’t
be considered; and if the time horizon is long, they will. Time
horizons affect the importance of irreversible consequences.

[←43]

Readers familiar with Nassim Nicholas Taleb’s concept of Antifragility
might have noticed a link. The antifragile increases its chances of
survival when some of its components get damaged (not too many, but
enough to trigger an antifragile reaction).

[←44]

This pattern also applies more figuratively. Your beliefs fight* with all
their strength to prove their validity and stay in your mind. In contrast,
you might benefit from losing a few of them, those that are bringing
pain to your life. (*: Of course, they do not literally fight – that’s just a
confabulation explained in my book, “The Control Heuristic.”)

[←45]

I give two pieces of advice for people seeking a corporate career.

One, become irreplaceable, by acquiring some skill or combination of
skill few others have. Not only because you will be paid more, but
because you will change many dynamics between you and your
organization: you will be treated better, negotiations will go smoother,
and so on. Of course, expect resistance from your company while
you’re in the process of becoming irreplaceable: your irreplaceability
reduces the likelihood of irreversible problems for you but increases it
for your organization (if they lost you, for example).

Two: make some job interviews even if you don’t have any plans to
change your current job. Just knowing that your current employer is
replaceable will do wonders to lower your stress and increase your
confidence, both of which will make you more effective.

[←46]



Even though the population is still non-ergodic, any measurement of
“survival” on a sample that includes you becomes similar to any
sample of the population, so that ergodicity is satisfied for what
concerns you and your membership to that population. (If you are
irreplaceable for a population, then for the population your survival
becomes their survival – not in the meaning that their numerical value
is similar, but in their behavioral implication.)

[←47]

In my “Antifragile Organizations” workshop, I teach managers and
entrepreneurs that while change and natural selection are inevitable,
they can influence the level at which it will happen: upon their
company (bad) or within it (good), upon their employees (bad for
them) or within them (good for them).

Much of becoming more antifragile is about pulling adaptation
forward in time (by adapting before it’s too late) and pushing it down
across layer (so that we adapt within us before the system adapts by
getting rid of us).

[←48]

Here, I provided the simplest definition I could come with that applies
to most practical cases, favoring clarity over precision. The next pages
contain a more technical and precise definition.

[←49]

Or, more precisely, ergodicity is the property of a mathematical model
describing a system. In particular, the adjective “ergodic” should refer
to an observable in a mathematical model, as Ole Peters pointed out
(https://twitter.com/ole_b_peters/status/1293499007663308800?s=20).

That said, for the sake of clarity, in this book, I will frequently use the
adjective “non-ergodic” in relation to a system. This is because, in
most practical examples relevant to the real world, it is plausibly
impossible to come out with a model representative of real life in



which the system described is ergodic, at least in the context at hand.
Most fully-ergodic human activities belong to casinos or casino-
like settings and, no, I won’t consider a casino representative of
real life.

[←50]

Bearing in mind the considerations of the later chapter, “non-binary
ergodicity” – real life is made of shades, tradeoffs, and careful
balances, not binary considerations.

[←51]

https://ergodicityeconomics.files.wordpress.com/2018/06/ergodicity_e
conomics.pdf

[←52]

https://spearoflugh.substack.com/p/ergodicity-and-digital-culture-
13ba17989890

[←53]

Also consider the later chapter on ergodicity being a non-binary
concept.

[←54]

Their technical name is absorption barriers.

[←55]

For the company, Russian Roulette is not fully ergodic, due to the
small but nonzero possibility that most or all gamblers die at the same
time, or that after a streak of bad luck, so many gamblers die that it
goes bankrupt. Theoretically, ergodicity is a binary property. However,
it’s evident how “Russian Roulette is less non-ergodic when played by
a company rather than a single gambler” is a meaningful statement.



More on this in the chapter on the non-binary interpretation of
ergodicity.

[←56]

Within a certain range. Natural selection benefits a species when it
kills a moderate part of their population and harms it when it kills a
large part of it (or even drives it extinct).

I clarify and expand this concept in my video “A visual framework for
antifragility,” https://www.youtube.com/watch?v=cZnu9Slpq_U

[←57]

Make sure that they are really independent, though! A real-estate
investor is not really diversifying by purchasing two buildings in the
same city. Or, to be more precise, he is diversifying against some risks
(e.g., an explosion from a gas leak) but not against others (e.g., the city
losing jobs).

[←58]

Note that those buffers need to be really separate. Using Friday
afternoons as a buffer only works if you don’t schedule activities
within them until the very last minute; using 10k in a savings account
as a buffer only works if you do not use them to double down on a
lousy investment; and so on.

[←59]

https://twitter.com/manoeuver/status/1450497965735485443?s=21

[←60]

All other things being equal.

[←61]



Here, and for the rest of the book, I refer to (non)ergodicity as a non-
binary property. The motivations have been explained in the previous
pages.

[←62]

Some readers might have recognized that there are situations in which
you want to prevent something from surviving. For example, cancer,
or zombie companies in a bull market. This is still about increasing
ergodicity – at the higher layer. For example, introducing
irreversibility so that zombie companies go bankrupt decreases the
ergodicity of companies but increases the ergodicity of the market.
This relationship between survival at different layers is explored more
in detail in my 2018 book “The Power Of Adaptation.”

[←63]

Over the long-term. Counterexamples are prone to survivorship bias.
When measuring this effect, we shall be wary of considering the same
cohort over the long term, not the whole market full of new entrants.

[←64]

Safe = capped downside, as assessed based on properties, not
historical data.

[←65]

I first read this expression from Italian trader Stefano Peron.

[←66]

Stefano Peron also makes the point that ergodicity over a risk might
increase other risks. For example, a trader with a limited stock
exposure might get fired by his boss during a bull market, for his
returns are temporarily subpar.

[←67]



Formally, f* = [ p (b + 1) - 1] / b

Where:

f* is the fraction of the current bankroll to wager; (i.e. how much to
bet, expressed in fraction),

b is the net fractional odds received on the wager. E.g. if on a $10 the
win is $4 plus the wager, then b = 0.4.

p is the probability of a win.

[←68]

I do not intend that moods and fears fully reproduce the Kelly
criterion, not that they alone approximate it – just, that they help
approximating it, within the range of what is reasonably possible to do
with instincts alone.

[←69]

“Mood as Representation of Momentum”, Eldar E., Rutledge R. B.,
Dolan R. J., and Niv Y., 2016.

[←70]

Nacho Oliveras brilliantly noted that no-vaxxers are an instance of the
human race applying the Kelly Criterion. Betting on vaccines is a good
bet, though with some uncertainty, and avoiding going all in is a way
to manage that uncertainty.

[←71]

I try as much as possible, in this book and in other ventures, to
frequently zoom in and out across scales. This is an encouraged
behavior, for you might discover that what works at one scale might
not work at another. Or, you might discover that you have in your



hands a principle that applies at any scale. Either way, you don’t know
until you try.

[←72]

What “the whole is” is subjective. For an entrepreneur, his company
might be “the whole” worth applying the PP; for another, it might
represent just a venture between others. That said, the human race and
the ecosystem is a “whole” for everyone, and thus always worth
applying the PP to.

[←73]

The Precautionary Principle (with Application to the Genetic
Modification of Organisms), Nassim Nicholas Taleb, Rupert Read,
Raphael Douady, Joseph Norman, Yaneer Bar-Yam, 2014.

[←74]

An example: GMOs.

Genetically modified organisms, “GMOs” in short, are plants and
animals that scientists genetically modified to bestow them some
desirable properties, such as parasite resistance. They are a potential
source of good. Some say that they could eradicate malaria or hunger.
Sadly, they are also a potential source of harm. For example, it is
possible that we create some GMO mosquitoes to fight malaria, and
some unexpected interaction causes the initiative to backfire.

Any new technology has a chance of backfiring. However, when they
do, most technologies backfire locally. For example, when a nuclear
plant explodes, it “only” harms the surrounding territory. Other nuclear
plants can be shut down, and the situation can be quickly reassessed,
as it happened after the terrible Chernobyl incident in 1986.

Conversely, we would have a hard time stopping a GMO that is found
harmful after its broad introduction in the ecosystem. Good luck
catching GMO mosquitoes.



Hence, GMOs are risky in a way that nuclear plants aren’t. Only the
former have the potential to destroy the ecosystem.

Note: GMOs didn’t create any systemic problem so far. This doesn’t
exclude that they won’t produce any in the future. We just began
experimenting with them. Therefore, to estimate their risks, we shall
study not the past but the properties of their possible interactions with
the ecosystem.

[←75]

I wrote the line “the 2020 pandemic” in September 2020. Oh, how
naïve optimist I was in not calling it “the 2020-2022+ pandemic.”

That said, the pandemic illustrates the tension between the human race
(for which the pandemic could be an existential risk) and the
individual (for which both the pandemic and excessive restrictions
could be an existential risk). Again, scale matters, and averaging
across scales returns a model unrepresentative of reality.

[←76]

Free markets are petri dishes where experiments are continuously
performed (new ventures), the survivors decided by what works, not
by what makes sense – this is the true engine of innovation.

[←77]

One caveat is adapting too fast, i.e., over-adapting to temporary trends.
There are three fundamental processes that prevent over-adaptation:
alternating trying something new and seeing what works, a focus on
both properties and data (never relying on either alone), and never
taking bets that endanger the whole. None of these three processes are
sufficient. Also, you might find relevant my YouTube video “Proactive
Metrics” (https://www.youtube.com/watch?v=AErgeP7dEU0).

[←78]



“Fractal-like,” not “fractal.” I know well that the latter has a precise
and restrictive meaning. Yet, I use here the terms “fractal-like” and
“fractalization” as I found them very effective to convey an intuitive
understanding of the phenomenon described in this chapter. As
mentioned in the introduction, in the inevitable tradeoff between
clarity and precision, I favor clarity.

[←79]

I arrived at this conclusion while thinking about the antifragile (a
concept described in Nassim Nicholas Taleb’s homonymous book).
One of the three requirements for an entity to be antifragile is for it to
comprise elements that can be independently damaged. From there, I
realized that taking the monolithic and making it a multitude is a major
step towards antifragility.

[←80]

We are extremely good at getting rid of the beliefs that we
acknowledge being the source of our problems, once we realize that
there is no alternative. Usually, this happens when we try everything
else and still fail. Until then, getting rids of the mental patterns that are
holding us back will be hard – rather than doing that, we look for
alternatives. Instead of removing, we add. Often, the opposite is better.

[←81]

As a rule of thumb, we tend to neglect incentives that do not hit a
bottleneck.

[←82]

In his book, Taleb makes the point that skin in the game is not about
incentives but filtering.
Also, it’s worth noting that some countries have a points-based driving
license system, in which drivers lose points every time they break a
law. This works fairly well but only partially counts as skin in the
game, as not all drivers who drive dangerously are caught (and of



those who do, in some countries, some can escape the penalty by
declaring they weren’t the ones at the wheel and paying a higher fine).

[←83]

Given that dangerous drivers exist, we are better off with them
disappearing soon rather than later. Yes, we would be better off if
dangerous drivers didn’t even begin driving, but that’s not realistic, not
with the current transportation system.

[←84]

The essay “Ergodicity and Digital Culture”
(https://spearoflugh.substack.com/p/ergodicity-and-digital-culture-
13ba17989890) makes the following point (here, paraphrased or
quoted). In oral tradition, information spreads slowly, by word of
mouth, from its practitioners. Information is filtered through time.
Therefore, the behaviors that spread tend to be those that help with
survival. In written tradition, information is filtered through the elites
and the editors. [The information that survives tends to help with their
survival.] Conversely, in “internet tradition,” spreading information is
cheap and can be done instantaneously and by people without skin in
the game. As a result, dangerous behaviors can easily spread wide.
Culture building is non ergodic, for its spread through time yields
different results than its spread through populations and digital culture
achieves different results than oral tradition.

[←85]

As an example, contrary to common belief, many CEOs in the US and
in many other countries do not appear to have skin in the game. Not in
the short- and medium-term, at least – their violations and their
companies’ go unpunished or yield fines that are similar to fees for bad
behavior rather than limitations to conduct harmful business. This lack
of effective immediate skin in the game coupled with their celebrity
means that they become an attractive model whose behaviors to copy.



It is possible that these CEOs get criminally convicted at some point in
the future. That doesn’t matter, for the purpose of behavioral imitation.
If skin in the game materializes much more slowly than behaviors
spreads, it is as if there were none.

What matters is not theoretical skin in the game. All entrepreneurs
have it. Instead, what matters is if dangerous behaviors actually result
in the entrepreneur losing his business or hitting some other form of
game-over. If that doesn’t happen, or happens too slowly, then the
dangerous behavior spreads well before its consequences materialize.
It’s as if there wasn’t skin in the game, for the practical purposes at
hand.

[←86]

“Mimetic societies” is a short essay of mine freely available at
bit.ly/mimeticsocieties

[←87]

A system that can redistribute load quickly is not immune to failure,
just less likely.
For example, a system that can perfectly redistribute growth will break
once the load exceeds the number of load-bearing units times the unit’s
load capacity. The slower the system can redistribute, the lower the
number of load-bearing units and thus the lower the maximum load it
can withstand.

[←88]

For a hypothetical system that could redistribute load instantaneously,
the local and the average would be the same, at least on the dimension
of the particular load at hand.

[←89]

What determines whether a material deforms or breaks under pressure
is its capacity to redistribute load. It works like this. Imagine a ten-



meters line on the ground, with ten dots, each one meter from each
other. On each dot, stands a person. They all form a line, holding
hands. Now, take the largest dog you can find, and give the leash to
one of the people. Finally, throw a piece of meat far away.

When the dog runs towards the meat, he will pull on the leash. The
person holding it will be pulled too, and he will begin pulling on the
person(s) next to him. Two things might happen. One, the other 9
people prioritize staying on their dot. If the person with the leash pulls
them away, they will release their hand, letting the him being carried
away by the dog. The chain breaks. Two, the other 9 people don’t care
about staying on their dot and focus on holding hands together. They
redistribute the force pulling on the leash between all of them, taking a
few steps if needed. The chain doesn’t break.

The first behavior – letting hands go rather than moving around and
sharing the load – is what happens at a microscopic level in brittle
materials, such as ceramic. Their grains (you can imagine them as
groups of molecules) are stuck in a rigid structure. They cannot move
around nor deform, and thus cannot effectively share load. A small hit
is all it takes to break them. If your grandma’s ceramic vase falls from
half a meter, it breaks.

Conversely, the second behavior – moving around and sharing the load
rather than letting hands go – is what happens at a microscopic level in
ductile materials, such as metals. Their grains deform and share the
load. It’s hard to break them. A metal bucket can fall from ten meters
and not break.

[←90]

Yes, it’s more complex than that, I know. But the true nature of AWS is
beyond the scope of this book.

[←91]

Redistribution speed determines how far can the buffer be before it
becomes useless.



Be particularly careful about situations in which redistribution
speed is fast except during problems. For example, a healthcare
system’s capacity to redistribute patients between hospitals slow down
during a pandemic in which the ambulance staff gets sick.

[←92]

This is an adaptation from the famous “Farmer’s fable” thought
experiment. The reason for the adaptation is that, in the fable, the two
farmers have the same payoffs. Here, I wanted to show that even when
one participant has higher payoffs than the others, it often pays to
redistribute anyway.

[←93]

Some readers might be interested in simulating outcomes and playing
with redistribution using the (very rough) code at
repl.it/@LucaDellanna/Ergodicity-Basketball#main.cs

[←94]

Up to a limit, of course (which depends on the odds, the payoffs, and
the time horizon), but it’s a much higher limit that I would have
intuitively thought. More on these limitations on the next page.

[←95]

Note that unemployment benefits and public healthcare would fit in
this category but not pensions and other retirement benefits – they are
not a method to help individuals withstand short-term irreversibility.

[←96]

https://ergodicityeconomics.files.wordpress.com/2018/06/ergodicity_e
conomics.pdf

[←97]



Peters and Adamou explain it as, insurance allow for higher time-
average growth rates, even though it appears to be the purchase of an
expected loss.

[←98]

Or components.

[←99]

In a related note, a major problem I see in the governments of some
countries is a lack of variance.

[←100]

In centralization, redistribution follows the pattern: local → central →
local. For example, my taxes go to the central government, which
redistributes it to the regions, which redistribute it to the provinces,
and so on. Conversely, in localism, redistribution follows the arc: local
→ local, at least for the most part. For example, part of my taxes goes
to my town that uses them for initiatives that improve my town and the
life of its citizens.

This is good: someone who knows that his money will go to his town
knows that he will benefit indirectly from his contribution. Therefore,
he is more likely to contribute and might contribute more, further
increasing the benefits for his community and for him.

This is not to say that redistribution should only happen locally. For
some risks, redistribution is more effective at higher scales. For
example, regions affected by an earthquake might benefit from the
operational and financial help of other less-affected regions.

[←101]

There are exceptions. For example, extreme redistribution might cause
incentive problems, moral hazards, or tragedies of the common. But in
general, some redistribution is beneficial.



[←102]

Much of manufacturing management, and management in general, is
about ensuring that no incident will happen again for the same reason.
In this case, irreversibility is sought after.

[←103]

That doesn’t mean that an initial phase of expanding your options
(with many dates) isn’t a good idea; as with many things in life, the
best approach is an alternation of expansion and compression – which,
incidentally, is the same base algorithm used by the cortex (more on
this: my 2019 paper “Techniques for the Emergence of Meaning in
Machine Learning.”)

[←104]

At the moment of writing his book, Buffett is 90 years old. The first
piece of data on him is dated 2018, the second, 2020.

[←105]

And so did his skills at being active in a secular bull market.

[←106]

Much of the returns of investing come from compounding – the fact
that the returns of an investment produce returns of their own. For
example, $100 invested in a venture that returns 10% a year yields $10
a year. However, if the returns are invested back in, the second year the
yield will be $11, then $12.1, $15.8 after 30 years, and $106.7 after 50
years. It escalates quickly.

Being able to stay in the game for a long time pays a lot.

[←107]



A naïve metaphor would be that of “regression to the mean.” While
technically and poetically correct, it misses the point that a company
could be wildly successful and continue to be successful. One cannot
dismiss an exceptional result as noise; one must prove that the
underlying distribution of future outcomes for the company at hand is
still a mediocre one.

A better remark would be that these awards are only based on lagging
indicators – metrics that measure the past. Instead, a serious award
would complement lagging indicators with leading ones – metrics that
measure the fundaments of success.

[←108]

https://twitter.com/rorysutherland/status/1367555119479480323

[←109]

A more complete answer would consider the fact that fishes might die
of natural causes before they get to reproduce. Therefore, it would be:
“the number of fishes born each day that are expected to reproduce.”

[←110]

Fatigue is closely related to brittleness. In fatigue, the discriminant is
the ratio between the rate of damage and the rate of recovery. In
brittleness, it is the ratio between the speed of damage propagation and
the speed of load propagation. For the readers interested in the
mechanical aspects of fatigue and brittleness, I recommend the first
three sections of my paper “The Dynamics of Risk-Taking.”

[←111]

Believing that the system must conform to accepted rules.
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