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The Enigma of Reason





They drink and piss, eat and shit. They sleep and snore. They sweat and 
shiver. They lust. They mate. Their births and deaths are messy affairs. Ani-
mals,  humans are animals! Ah, but  humans, and  humans alone, are endowed 
with reason. Reason sets them apart, high above other creatures—or so 
Western phi los o phers have claimed.

The shame, the scandal of  human animality, could at least be contained by 
invoking reason, the faculty that makes  humans knowledgeable and wise. 
Reason rather than language— other animals seemed to have some form of 
language too. Reason rather than the soul— too mysterious. Endowed with 
reason,  humans  were still animals, but not beasts.

Reason: A Flawed Superpower?

With Darwin came the realization that what ever traits  humans share as a spe-
cies are not gifts of the gods but outcomes of biological evolution. Reason, 
being such a trait, must have evolved. And why not?  Hasn’t natu ral se lection 
produced many wondrous mechanisms?

Take vision, for instance. Most animal species benefit from this amazing 
biological adaptation. Vision links dedicated external organs, the eyes, to 
specialized parts of the brain and manages to extract from patterns of ret i nal 
stimulation exquisitely precise information about the properties, location, 
and movement of distant objects. This is a hugely complex task— much more 
complex, by any account, than that of reason. Researchers in artificial intel-
ligence have worked hard on modeling and implementing both vision and 
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2 Introduction

reasoning. Machine vision is still rudimentary; it comes nowhere near matching 
the per for mances of  human vision. Many computer models of reasoning, on 
the other hand, have been claimed (somewhat optimistically) to perform 
even better than  human reason. If vision could evolve, then why not reason?

We are told that reason, even more than vision, is a general- purpose faculty. 
Reason elevates cognition to new heights. Without reason, animal cognition 
is bound by instinct; knowledge and action are drastically limited. Enhanced 
with reason, cognition can secure better knowledge in all domains and adjust 
action to novel and ambitious goals, or so the standard story goes. But wait: 
If reason is such a superpower, why should it, unlike vision, have evolved in 
only a single species?

True, some outstanding adaptations are quite rare. Only a few species, such 
as bats, have well- developed echolocation systems. A bat emits ultrasounds 
that are echoed by surfaces in its environment. It uses  these echoes to instan-
taneously identify and locate  things such as obstacles or moving prey. Most 
other animals  don’t do anything of the sort.

Vision and echolocation have many features in common. One narrow range of 
radiation— light in the case of vision, ultrasounds in the case of echolocation— 
provides information relevant to a wide variety of cognitive and practical 
goals. Why, then, is vision so common and echolocation so rare?  Because, in 
most environments, vision is much more effective. Echolocation is adaptive 
only in an ecological niche where vision is impossible or badly impaired— for 
instance, when dwelling in caves and hunting at night, as bats do.

Is reason rare— arguably unique to a single species— because it is adap-
tive in a very special kind of ecological niche that only  humans inhabit? 
This intriguing possibility is well worth exploring. It is incompatible, 
however, with the standard approach to reason, which claims that reason 
enhances cognition what ever the environment it operates in and what ever 
the task it pursues. Understanding why only a few species have echoloca-
tion is easy. Understanding why only  humans have reason is much more 
challenging.

Think of wheels. Animals  don’t have wheels. Why not?1  After all, wheeled 
vehicles are much easier to construct than ones with legs or wings ( just as 
models of reasoning seem much easier to develop than models of vision). 
However, artificial wheels are made separately and then added onto a vehicle, 
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whereas biological wheels would have to grow in situ. How could a freely 
rotating body part  either be linked to the rest of the body through nerves and 
blood vessels or  else function without being so linked?  Viable biological so-
lutions are not easy to conceive, and that is only part of the prob lem.

For a complex biological adaptation to have evolved,  there must have been 
a series of evolutionary steps, from rudimentary precursors to fully developed 
mechanisms, where  every modification in the series has been favored (or at 
least not eliminated) by natu ral se lection. The complex visual systems of 
insects, mollusks, or mammals, for instance, have all evolved from mere 
light- sensitive cells through long series of modifications, each of which was 
adaptive or neutral. Presumably, a similar series of adaptive steps from non-
wheeled to wheeled animals was, if not impossible, at least so improbable 
that it never occurred.

Perhaps, then, reason is to animal cognition what wheels are to animal lo-
comotion: an extremely improbable evolutionary outcome. Perhaps reason is 
so rare  because it had to evolve through a series of highly improbable steps 
and it did so only once, only very recently in evolutionary time, and for the 
benefit of just one lucky species— us.

The series of steps through which reason would gradually have evolved re-
mains a mystery. Reason seems to be hardly better integrated among the 
more ordinary cognitive capacities of  humans than are the superpowers of 
Superman or Spider- Man among their other wise ordinary  human features. 
Of course, it could be argued that reason is a graft, an add-on, a cultural 
contraption— in ven ted, some have suggested, in ancient Greece— rather than 
a biological adaptation. But how could a species without the superpower of 
reason have in ven ted reason itself ? While reason has obviously benefited from 
vari ous cultural enhancements, the very ability of a species to produce, eval-
uate, and use reasons cries out for an evolutionary explanation. Alas, what we 
get by way of explanation is  little more than hand waving.

The prob lem is even worse: the hand waving itself seems to point in a wrong 
direction. Imagine, by way of comparison, that, against the odds, biological 
wheels had evolved in one animal species. We would have no idea how this 
evolution had taken place. Still, if  these wheels allowed the animals to move 
with remarkable efficiency in their natu ral environment, we would have a 
good idea why they had evolved; in other terms, we would understand their 
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function. We might expect animal wheels, like all biological organs, to have 
weaknesses and to occasionally malfunction. What we would not expect, 
though, is to find some systematic flaw in this locomotion system that com-
promised the very per for mance of its function— for instance, a regular differ-
ence in size between wheels on opposite sides, making it hard for the animals 
to stay on course. A biological mechanism described as an ill- adapted adapta-
tion is more likely to be a misdescribed mechanism. Reason as standardly de-
scribed is such a case.

Psychologists claim to have shown that  human reason is flawed. The idea 
that reason does its job quite poorly has become commonplace. Experiment 
 after experiment has convinced psychologists and phi los o phers that  people 
make egregious  mistakes in reasoning. And it is not just that  people reason 
poorly, it is that they are systematically biased. The wheels of reason are off 
balance.

Beyond this commonplace, polemics have flared. Reason is flawed, but how 
badly? How should success or failure in reasoning be assessed? What are the 
mechanisms responsible? In spite of their often  bitter disagreements, parties 
to  these polemics have failed to question a basic dogma. All have taken for 
granted that the job of reasoning is to help individuals achieve greater knowl-
edge and make better decisions.

If you accept the dogma, then, yes, it is quite puzzling that reason should 
fall short of being impartial, objective, and logical. It is paradoxical that, quite 
commonly, reasoning should fail to bring  people to agree and, even worse, that 
it should often exacerbate their differences. But why accept the dogma in the 
first place? Well,  there is the weight of tradition . . .  And, you might ask, what 
 else could possibly be the function of reasoning?

Reason as standardly understood is doubly enigmatic. It is not an ordinary 
 mental mechanism but a cognitive superpower that evolution—it used to be 
the gods— has bestowed only on us  humans. As if this  were not enigmatic 
enough, the superpower turns out to be flawed. It keeps leading  people astray. 
Reason, a flawed superpower?  Really?

Our goal is to resolve this double enigma. We  will show how reason fits in 
individual minds, in social interactions, and in  human evolution. To do so, 
we challenge the tradition, reject the dogma, and rethink both the mechanisms 
of reason and its function.
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Where We Are  Going

 There have been more than two thousand years of philosophical work on 
reason, and more than fifty years of intense experimental work on reasoning. 
Some of the greatest thinkers of all time have contributed to this work. It would 
be beyond presumptuous to claim that most of this thinking has been on the 
wrong track, if it  were not for the fact that both the philosophical and the psy-
chological tradition have been vigorously contested from within.

How good is reason at guiding  humans  toward true knowledge and good 
decisions? How good are  humans at using reason? We  won’t attempt to tell 
the convoluted story of  these old debates that in recent times, with psycholo-
gists joining the fray, have intensified to the point of being called “rationality 
wars.” What we  will do instead in Part I of this book, “Shaking Dogma,” is 
single out clashes that reveal how serious are the prob lems posed by standard 
approaches to reason, and how wanting the solutions. We  will suggest that 
parties to  these heated debates have managed to weaken one another to the 
point that the best course may well be to collect from the battlefield what ever 
may still be of use and to seek new adventures on more promising ground.

We are less interested anyhow in debunking shaky ideas than in developing 
a new scientific understanding of reason, one that solves the double enigma. 
Reason, we  will show, far from being a strange cognitive add-on, a superpower 
gifted to  humans by some improbable evolutionary quirk, fits quite naturally 
among other  human cognitive capacities and, despite apparent evidence to 
the contrary, is well adapted to its true function.

To understand how reason could have evolved and how it works, one 
should pay attention not only to what makes it special but also to how it fits 
among other psychological capacities and how much it has in common with 
them.  There are many mechanisms involved in drawing inferences. Reason 
is only one of them. In Part II, “Understanding Inference,” we situate reason 
in relation to other inferential mechanisms, the overall picture being schema-
tized in Figure 1.

Animals make inferences all the time: they use what they already know 
to draw conclusions about what they  don’t know— for instance, to antici-
pate what may happen next, and to act accordingly. Do they do this by means 
of some general inferential ability? Definitely not. Rather, animals use 
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many diff er ent inferential mechanisms, each dealing with a distinct type of 
prob lem: What to eat? Whom to mate with? When to attack? When to flee? 
And so on.

 Humans are like other animals: instead of one general inferential ability, they 
use a wide variety of specialized mechanisms. In  humans, however, many of 
 these mechanisms are not “instincts” but are acquired through interaction 
with other  people during the child’s development. Still, most of  these acquired 
mechanisms have an instinctual basis: speaking Wolof, or En glish, or Tagalog, 
for instance, is not instinctive, but paying special attention to the sounds of 
speech and  going through the steps necessary to acquire the language of one’s 
community has an instinctual basis.

As far as one can tell, other animals perform all their inferences without 
being conscious of  doing so.  Humans also perform a  great variety of inferences 
automatically and unconsciously; for instance, in acquiring their  mother 
tongue. However,  there are many inferences of which  humans are partly con-
scious. We are talking  here about intuitions. When you have an intuition— for 
example, the intuition that your friend Molly is upset even though she  didn’t 
say so and might even deny it— this intuition pops up fully formed in your 
consciousness; at the same time, however, you recognize it as something that 

INFERENCES

INTUITIONS

INTUITIONS ABOUT REPRESENTATIONS

INTUITIONS ABOUT REASONS

REASON

Figure 1. How reason is embedded in several categories of inference. 
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came from within, as a conclusion somehow drawn inside your mind. Intu-
itions are like  mental icebergs: we may only see the tip but we know that, below 
the surface,  there is much more to them, which we  don’t see.

Much recent thinking about thinking (for instance Daniel Kahneman’s fa-
mous Thinking, Fast and Slow)2 revolves around a contrast between intuition 
and reasoning as if  these  were two quite diff er ent forms of inference. We  will 
maintain, on the contrary, that reasoning is itself a kind of intuitive inference.

Actually, between intuition in general and reasoning in par tic u lar,  there 
is an intermediate category. We  humans are capable of representing not 
only  things and events in our environment but also our very repre sen ta tions of 
 these  things and events. We have intuitions about what other  people think and 
about abstract ideas.  These intuitions about repre sen ta tions play a major role 
in our ability to understand one another, to communicate, and to share opinions 
and values. Reason, we  will argue, is a mechanism for intuitive inferences about 
one kind of repre sen ta tions, namely, reasons.

In Part III, “Rethinking Reason,” we depart in impor tant ways from domi-
nant approaches; we reject the standard way of contrasting reason with intu-
ition. We treat the study of reason (in the sense of a  mental faculty) and that 
of reasons (in the sense of justifications) as one and the same  thing whereas, 
in both philosophy and psy chol ogy, they have been approached as two quite 
distinct topics.

Whereas reason is commonly viewed as a superior means to think better 
on one’s own, we argue that it is mainly used in our interactions with  others. 
We produce reasons in order to justify our thoughts and actions to  others and 
to produce arguments to convince  others to think and act as we suggest. We 
also use reason to evaluate not so much our own thought as the reasons  others 
produce to justify themselves or to convince us.

Whereas reason is commonly viewed as the use of logic, or at least some 
system of rules to expand and improve our knowledge and our decisions, we 
argue that reason is much more opportunistic and eclectic and is not bound 
to formal norms. The main role of logic in reasoning, we suggest, may well be 
a rhetorical one: logic helps simplify and schematize intuitive arguments, high-
lighting and often exaggerating their force.

So, why did reason evolve? What does it provide, over and above what 
is provided by more ordinary forms of inference, that could have been of 
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special value to  humans and to  humans alone? To answer, we adopt a much 
broader perspective.

Reason, we argue, has two main functions: that of producing reasons for 
justifying oneself, and that of producing arguments to convince  others.  These 
two functions rely on the same kinds of reasons and are closely related.

Why bother to explain and justify oneself ?  Humans differ from other ani-
mals not only in their hyperdeveloped cognitive capacities but also, and cru-
cially, in how and how much they cooperate. They cooperate not only with 
kin but also with strangers; not only in here- and- now ventures but also in the 
pursuit of long- term goals; not only in a small repertoire of species- typical 
forms of joint action but also in jointly setting up new forms of cooperation. 
Such cooperation poses unique prob lems of coordination and trust.

A first function of reason is to provide tools for the kind of rich and versa-
tile coordination that  human cooperation requires. By giving reasons in order 
to explain and justify themselves,  people indicate what motivates and, in their 
eyes, justifies their ideas and their actions. In so  doing, they let  others know 
what to expect of them and implicitly indicate what they expect of  others. Eval-
uating the reasons of  others is uniquely relevant in deciding whom to trust 
and how to achieve coordination.

 Humans also differ from other animals in the wealth and breadth of infor-
mation they share with one another and in the degree to which they rely on 
this communication. To become competent adults, we each had to learn a lot 
from  others. Our skills and our general knowledge owe less to individual ex-
perience than to social transmission. In most of our daily undertakings, in 
 family life, in work, in love, or in leisure, we rely extensively on what we have 
learned from  others.  These huge, indispensable benefits we get from commu-
nication go together with a commensurate vulnerability to misinformation. 
When we listen to  others, what we want is honest information. When we speak 
to  others, it is often in our interest to mislead them, not necessarily through 
straightforward lies but by at least distorting, omitting, or exaggerating infor-
mation so as to better influence them in their opinions and in their actions.

When we listen to  others, then, we should trust wisely and sometimes 
distrust. When we talk to  others, we often have to overcome their under-
standable lack of trust. If we distrusted  others only when they  don’t deserve 
our trust,  things would be for the best. Often, however, we withhold our trust 
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out of prudence, not  because we know that  others are untrustworthy but 
 because we are not sure that we can trust them. This reticence may be wise—
better safe than sorry—but still, we miss valuable information. Communi-
cation, which could be beneficial to speakers and listeners alike, often fal-
ters for lack of confidence.

The second function of reason— a function carried out through reasoning 
and argumentation—is, we claim, to make communication effective even when 
the communicators lack sufficient credibility in the eyes of their audience 
to be believed on trust. Reason produces reasons that communicators use 
as arguments to persuade a reticent audience. Reason, by the same token, 
helps a cautious audience evaluate  these reasons, accept good arguments, 
and reject bad ones.

Much of our earlier joint work focused on this argumentative function of 
reason and developed an “argumentative theory of reasoning.”3 In this book, 
we broaden our perspective, consider both the argumentative and the justifi-
catory functions of reason, and develop an interactionist approach to the 
mechanisms and the two functions of reason.

Part IV, “What Reason Can and Cannot Do,” offers a tour of what reason 
does. Throughout this tour, we show how our interactionist perspective is in 
a good position to explain why reason behaves the way it does. We revisit some 
well- established but ill- explained apparent weaknesses of reason such as the 
confirmation bias. We also draw attention to some of its neglected strengths.

The tour starts with a pair of observations:  human reason is both biased 
and lazy. Biased  because it overwhelmingly finds justifications and arguments 
that support the reasoner’s point of view, lazy  because reason makes  little ef-
fort to assess the quality of the justifications and arguments it produces. 
Imagine, for instance, a reasoner who happens to be partial to holidays at the 
beach. When reasoning about where to spend her next vacation, she  will spon-
taneously accumulate reasons to choose a sunny place by the sea, including 
reasons that are manifestly poor (say, that  there’s a discount on the flight to 
the very place where she would like to go, when in fact the same discount ap-
plies to many other destinations as well).

The solitary use of reason has two typical outcomes. When the reasoner 
starts with a strong opinion, the reasons that come to her mind tend all to sup-
port this opinion. She is unlikely, then, to change her mind; she might even 
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become overconfident and develop stronger opinions. But sometimes a 
reasoner starts with no strong opinion, or with conflicting views. In this 
case, reason  will drive her  toward what ever choice happens to be easier to 
justify, and this sometimes  won’t be the best choice. Imagine she has a choice 
between visiting her horrible in- laws and then vacationing at the beach, or 
starting with the beach and then  going to see the in- laws, the latter option being 
somewhat cheaper. Reason  will drive her  toward what seems to be the rational 
decision: taking the cheaper option. It is likely, however, that she would come 
back more satisfied if she started with the in- laws instead of letting the pros-
pect of this visit spoil her time at the beach: a better choice overall, but in-
volving a hard- to- justify extra expense.

Psychologists generally recognize that reason is biased and lazy, that it often 
fails to correct mistaken intuitions, and that it sometimes makes  things worse. 
Yet most of them also maintain that the main function of reason is to enhance 
individual cognition— a task it performs abysmally. The interactionist perspec-
tive, on the other hand, offers for the first time an evolutionarily plausible 
account of the often decried biases and shortcomings of reason.

It makes sense, we  will show, for a cognitive mechanism aimed at justifying 
oneself and convincing  others to be biased and lazy. The failures of the soli-
tary reasoner follow from the use of reason in an “abnormal” context. Under-
water, you  wouldn’t expect a pen— which  wasn’t designed to work  there—or 
 human lungs— which  didn’t evolve to work  there  either—to function properly. 
Similarly, take reason out of the interactive context in which it evolved, and 
nothing guarantees that it  will yield adaptive results.

What, then, happens when reason is put back in its “normal” environment, 
when it gets to work in the midst of a discussion, as  people exchange argu-
ments and justifications with each other? In such a context it properly fulfills 
the functions for which it evolved. In par tic u lar, when  people who disagree 
but have a common interest in finding the truth or the solution to a prob lem 
exchange arguments with each other, the best idea tends to win; whoever 
had it from the start or came to it in the course of the discussion is likely to 
convince the  others. This conclusion might sound unduly optimistic, but it is 
supported by a wide range of evidence, from students discussing logical 
prob lems, to juries deliberating, and to forecasters trying to predict where the 
next war  will erupt.
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In the last three chapters (Part V, “Reason in the Wild”) we demonstrate 
how robust are the features and effects of reason reviewed earlier. We find that 
solitary reasoning is biased and lazy, whereas argumentation is efficient not 
only in our overly argumentative Western socie ties but in all types of cultures, 
not only in educated adults but also in young  children. Few  will be surprised 
to hear that reason is typically biased and lazy when it is applied to moral and 
po liti cal issues. More surprising may be evidence that shows how, even in the 
moral and po liti cal realms, argumentation may work quite efficiently, allowing 
participants to form more accurate moral judgments and citizens to form more 
enlightened opinions. Such findings, however, are what one should expect in 
an interactionist perspective.

The last chapter (Chapter 18, “Solitary Geniuses?”) is about science, gen-
erally considered the pinnacle of  human reason. Science is exceptional in many 
ways, but is the way scientists reason itself exceptional? Scientific pro gress is 
often attributed to solitary geniuses, from Newton to Darwin or Einstein. Their 
superior reason, we are told,  doesn’t suffer from the shortcomings that plague 
the rest of us. Not only can  these geniuses dispense with discussions with 
 others in order to come up with new theories, such discussion might even 
hinder them when their revolutionary insights would be misunderstood and 
scorned by their not- quite- peers. Better wait for a less prejudiced new gen-
eration to see the light. Fortunately (for our theory and for scientists), science 
 doesn’t work this way. Scientists make do with the same reason that all  humans 
use, with its biases and limitations. But they also benefit from its strengths and 
in par tic u lar from the fact that reason is more efficient in evaluating good 
arguments than in producing them: when the arguments are  there, the sci-
entific community is able to elevate the status of a new theory from fringe to 
textbook material in a few years.

In  these five parts and eigh teen chapters, what we  will put to you, then, is 
an interactionist approach to reason that contrasts with standard intellectu-
alist approaches: reason, we maintain, is first and foremost a social compe-
tence. We do not deny that reason can bring huge intellectual benefits, as the 
case of science well illustrates; on the contrary, we explain how it does this: 
through interaction with  others.

You are unlikely to accept what we say just  because we say it, so we  will 
pres ent you with arguments that you  will be able to assess on their own merits. 
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We  will show you how considering reason as a mechanism that draws intui-
tive inferences about reasons solves the first half of the enigma: reason is not 
a superpower implausibly grafted onto an animal mind; it is, rather, a well- 
integrated component of the extraordinarily developed mind that character-
izes the  human animal.

To resolve the second half of the enigma, we  will demonstrate how apparent 
biases that have been described as deplorable flaws of reason are actually fea-
tures well adapted to its argumentative function. A number of sometimes 
surprising predictions about  human reason follow from our approach. The 
evidence we  will pres ent confirms  these predictions. It is by force of argument 
that we hope to persuade you that the interactionist approach is right or, at 
least, on the right track. This, of course, makes the book itself an illustration 
of the perspective it defends.



I

Shaking Dogma

Reason, the faculty that gives  humans superior knowledge and wisdom? 

This dominant view in the Western tradition has been radically under-

mined by fifty years of experimental research on reasoning. In Chapters 1 

and 2, we show how old dogmas  were shaken, but not nearly enough. The 

now dominant view of reasoning (“dual pro cess” or “fast and slow 

thinking”), however appealing, is but a makeshift construction amid the 

ruins of old ideas.





In the cold autumn of 1619, René Descartes, then aged twenty- three and a vol-
unteer in the armies of the Duke of Bavaria, found himself in what is now 
southern Germany with time to spend and nobody around he deemed worth 
talking to.  There, in a stove- heated room, as he recounts in his Discourse on 
Method,1 he formed the stunningly ambitious proj ect of ridding himself of all 
opinions, all ideas learned from  others, and of rebuilding his knowledge from 
scratch, step by step. Reason would be his sole guide. He would accept as 
true only what he could not doubt.

Descartes justified his rejection of every thing he had learned from  others 
by expressing a general disdain for collective achievements. The best work, 
he maintained, is made by a single master. What one may learn from books, 
he considered, “is not as close to the truth, composed as it is of the opinions 
of many diff er ent  people, as the  simple reasoning that any man of good sense 
can produce about  things in his purview.”2

Descartes would have scorned  today’s fash ion able idea of the “wisdom of 
crowds.” The only wisdom he recognized, at least in the sciences, was that of 
individual reason: “As long as one stops oneself taking anything to be true that 
is not true and sticks to the right order so as to deduce one  thing from an-
other,  there can be nothing so remote that one cannot eventually reach it, nor 
so hidden that one cannot discover it.”3

Why did Descartes decide to trust only his own mind? Did he believe 
himself to be endowed with unique reasoning capacities? On the contrary, 
he maintained that “the power of judging correctly and of distinguishing the 
true from the false (which is properly what is called good sense or reason) is 

1

Reason on Trial
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naturally equal in all men.”4 But if we  humans are all endowed with this 
power of distinguishing truth from falsity, how is it that we disagree so much 
on what is true?

“The Greatest Minds Are Capable of the Greatest Vices  
as Well as the Greatest Virtues”

Most of us think of ourselves as rational. Moreover, we expect  others to be 
rational too. We are annoyed, sometimes even angry, when we see  others de-
fending opinions we think are deeply flawed. Hardly ever do we assume that 
 those who disagree with us altogether lack reason. What aggravates us is the 
sense that  these  people do not make a proper use of the reason we assume 
they have. How can they fail to understand what seems so obvious (to us)?

If reason is this highly desirable power to discover the truth, why  don’t 
 people endowed with it use it to the best of their capacities all the time? 
 After all, we expect all sighted  people to see what  others see. Show several 
 people a tree or a sunset, and you expect them all to see a tree or a sunset. 
Ask, on the other hand, several  people to reason about a variety of questions, 
from logical prob lems to social issues, and what might surprise you is their 
coming to the same conclusions. If reason, like perception, worked to provide 
us with an adequate grasp of the way  things  really are, this should be deeply 
puzzling.

Descartes had an explanation: “The diversity of our opinions arises 
not from the fact that some of us are more reasonable than  others, but solely 
that we have diff er ent ways of directing our thoughts, and do not take into ac-
count the same  things. . . .  The greatest minds are capable of the greatest 
vices as well as the greatest virtues.”5

This, however, is hardly more than a restatement of the enigma, for  shouldn’t 
the way we direct our thoughts itself be guided by reason?  Shouldn’t reason, 
in the first place, protect us from intellectual vices?

Descartes was the most forceful of reason’s many advocates. Reason has 
also had many, often passionate, detractors. Its efficacy has been questioned. 
Its arrogance has been denounced. The religious reformer Martin Luther was 
particularly scathing: “Reason is by nature a harmful whore. But she  shall not 
harm me, if only I resist her. Ah, but she is so comely and glittering. . . .  See 
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to it that you hold reason in check and do not follow her beautiful cogitations. 
Throw dirt in her face and make her ugly.”6

To be fair, Descartes’s and Luther’s views on reason  were much richer 
and subtler than  these isolated quotes suggest, and hence less diametrically 
opposed. Luther’s invectives  were aimed at the claims of reason in  matters 
of faith. In a diff er ent context, the same Luther described reason, much 
more conventionally, as “the inventor and mentor of all the arts, medicines, 
laws, and of what ever wisdom, power, virtue, and glory men possess in this 
life” and as “the essential difference by which man is distinguished from the 
animals and other  things.”7 Descartes for his part abstained, out of convic-
tion or out of prudence, from critically examining faith in the light of reason.

Still, if reason  were put on trial, both the prosecution and the defense could 
make an extraordinary case. The defense would argue, citing Descartes, Ar-
istotle, Kant, or Popper, that  humans err by not reasoning enough. The pros-
ecution would argue, citing Luther, Hume, Kierkegaard, or Foucault, that they 
err by reasoning too much.

The defense and the prosecution could also produce compelling narratives 
to bolster their case.

Eratosthenes and the Unabomber

Do you doubt the power of reason? Just look at the sciences, the defense would 
exclaim. Through insightful reasoning, scientists have discovered hidden facts 
and deep explanations that would have been completely inaccessible other-
wise. Modern science provides countless examples of the power of reason, 
but nothing beats, as a  simple and compelling illustration, the mea sure ment 
of the circumference of the earth twenty- two centuries ago, by Eratosthenes 
(276–195 BCE), the head librarian of the greatest library of the ancient world 
at Alexandria in Egypt.8

Already at the time, it was commonly accepted that the earth was spherical 
rather than flat. This best explained the curvature of the horizon at sea and 
the apparent movement of the sun and the stars. Still, it was, as the phrase 
goes, “just a theory.” No one had traveled around the earth, let alone seen it 
from a distance as astronauts now have. How, then, could its circumference 
be mea sured?
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Eratosthenes had heard that  every year, on a single day, at noon, the sun 
shone directly to the bottom of wells in the distant town of Syene (now Aswan). 
This, he understood, meant that,  there and then, the sun was at the zenith, 
vertically above the town. Syene therefore had to be on the Tropic of Cancer 
and that single day had to be the summer solstice (our June 21). Syene, he 
assumed, was due south on the same meridian as Alexandria. He knew how 
long it took caravans to travel from Alexandria to Syene and, on that basis, 
estimated the distance between the two cities to be 5,014 stades (an ancient 
unit of mea sure).

When, on the summer solstice at noon, the sun was vertically above Syene, 
by how many degrees was it south of the vertical in the more northern city of 
Alexandria? Eratosthenes mea sured the length of the shadow cast at that very 
moment by an obelisk located in front of his library (or so the story goes). He 
determined that the sun’s rays  were hitting the obelisk at an  angle of 7.2 de-
grees south of the vertical. He understood that the sun was far enough to treat 
all rays that reach the earth as parallel, and that therefore the  angle between 
the rays of the sun and the vertical at Alexandria was equal to the  angle be-
tween the vertical at Alexandria and that at Syene, two lines that cross at the 
center of the earth (see Figure 2). In other words, that very  angle of 7.2 de-
grees also mea sured the difference in degrees of latitude between Alexandria 
and Syene. He now had all the information he needed. Since 7.2 degrees is 
one- fiftieth of 360 degrees, Eratosthenes could calculate the circumference of 
the earth by multiplying by fifty the distance between Alexandria and Syene. 
The result, 252,000 stades, is 1  percent shy of the modern mea sure ment of 
24,859 miles, or 40,008 kilo meters.9

Eratosthenes grasped the mutual relevance of apparently unrelated pieces 
of evidence (the pace of caravans, the sun shining to the bottom of wells, the 
shadow of an obelisk), of assumptions (the rotundity of the earth, its distance 
from the sun), and of  simple geometrical ideas about  angles and parallel lines. 
He drew on all of them to mea sure a circumference that he could imagine but 
neither see nor survey. What made his mea sure ment not just true but con-
vincing is— isn’t it?— that it was a pure product of  human reason.

How telling, the prosecution would object, that the defense of reason should 
choose as evidence such an exceptional achievement! It is an exception, and 
this is why it is still remembered  after more than two thousand years. Ordi-
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nary reasoning  doesn’t lead us far, and that is just as well, as often it leads in 
the wrong direction. Even extraordinary uses of reason, far from being all on 
the model of Eratosthenes, have led many thinkers badly astray. Publishers, 
newspapers, and scientific journals receive  every day the thoroughly reasoned 
nonsense of would-be phi los o phers, scientists, or reformers who, failing to 
get their work published  there, then try the World Wide Web. Some of them, 
however, reason not just to theoretical but also to practical absurdities, act on 
them, and achieve notoriety or even infamy. The prosecution might well at 
this juncture introduce the case of Ted Kaczynski.

As a young man, Kaczynski was unquestionably a brilliant reasoner. He had 
entered Harvard in 1958, at age sixteen. For his doctoral dissertation at the 
University of Michigan, he solved a mathematical prob lem that had eluded 
his professors for years, prompting the University of Berkeley to hire him. Two 
years  later, however, he abandoned mathe matics and academe to live in a shack 
in Montana, where he became an avid reader of social science and po liti cal 
work. Both his readings and his writings focused on what he saw as the 
destructive character of modern technology. Viewing technological pro gress 
as leading to disasters for the environment and for  human dignity is not 
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Figure 2. How Eratosthenes computed the circumference of the earth.
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uncommon in Western thought, but Kaczynski went further: for him, only a 
violent revolution causing the collapse of modern civilization could pre-
vent  these even greater disasters.

To help trigger this revolution, Kaczynski began in 1978 to send bombs to 
universities, businesses, and individuals, killing three  people and injuring 
many  others. He wrote a long manifesto and managed to have it published in 
the New York Times and in the Washington Post in 1995 by promising that he 
would then “desist from terrorism.” The Unabomber, as the FBI had named 
him, was fi nally arrested in 1996 and now, as we write, serves a life sentence 
without the possibility of parole in a Colorado jail, where he goes on reading 
and writing.

What had happened to the brilliant young mathematician? Had Kaczyn-
ski’s reason failed him, turning him into the “raving lunatic” described by the 
press? Kaczynski’s  family arranged for his defense to try to make him plead 
insanity. The defense of reason would no doubt concur: unreason had to be 
the culprit. It is unlikely, however, that Kaczynski suffered at the time of his 
arrest from any major  mental disorder. He was still a smart, highly articulate, 
extremely well- read man. Defective reasoning, the prosecution of reason would 
insist, cannot be blamed for his actions. To see this, all you need do is read 
the Unabomber’s manifesto:

The Industrial Revolution and its consequences have been a disaster for 
the  human race. . . .  They have destabilized society, have made life un-
fulfilling, have subjected  human beings to indignities, . . .  and have in-
flicted severe damage on the natu ral world. The continued development 
of technology  will worsen the situation. . . .  The industrial- technological 
system may survive or it may break down. . . .  If the system survives, the 
consequences  will be inevitable:  There is no way of reforming or modi-
fying the system so as to prevent it from depriving  people of dignity and 
autonomy. If the system breaks down the consequences  will still be very 
painful. But the bigger the system grows the more disastrous the results 
of its breakdown  will be, so if it is to break down it had best break down 
sooner rather than  later. We therefore advocate a revolution against the 
industrial system.10
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This, surely, is a well- constructed argument. Most of us would disagree with 
the premise that technological pro gress is a plain disaster, but actually, many 
well- respected phi los o phers and social theorists have defended similar views. 
What singles out Kaczynski, the prosecution of reason would claim, is that 
he pushed this radically pessimistic viewpoint to its logical consequences and 
acted accordingly. As one of his biographers put it: “Kaczynski, in short, had 
become a cold- blooded killer not despite of his intellect, but  because of it.”11

So, the defense of reason would  counter, the prosecution wants you to be-
lieve that the prob lem with Ted Kaczynski, the Unabomber, is that he was 
reasoning too much. His manifesto is indeed more tightly reasoned than much 
po liti cal discourse. What made him notorious, however,  were not his ideas 
but his crimes. Nowhere in his writings is  there even the beginning of a proper 
argument showing that sending bombs to a few powerless academics— his 
former colleagues— would kick- start a “revolution against the industrial 
system.” When you are told that excessive reliance on reasoning led someone 
to absurd or abhorrent conclusions, look closely at the evidence, and you 
 will find lapses of reason: some premises  were not properly examined, and 
some crucial steps in the argument are simply missing. Remember: a logical 
demonstration can never be stronger than its weakest part.

Expert Witnesses for the Prosecution

Since historical illustrations, however arresting, are not sufficient to make their 
cases, defense and prosecution of reason would turn to expert witnesses. 
Neither side would have any difficulty in recruiting psychologists to support 
their cause. Specialists of reasoning do not agree among themselves. Actually, 
the polemics in which they are engaged are hot enough to have been described 
as “rationality wars.” This very lack of agreement among specialists who, one 
hopes, are all good reasoners, is particularly ironic: sophisticated reasoning 
on reasoning does not come near providing a consensual understanding of 
reasoning itself.

The prosecution of reason might feel quite smug. Experimental psy chol ogy 
of reasoning has been fast developing since the 1960s, exploiting a variety 
of ingenious experiments. The most famous of  these pres ent  people with 
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prob lems that, in princi ple, could easily be resolved with a modicum of  simple 
reasoning. Yet most participants in  these experiments confidently give mis-
taken answers, as if the participants  were victims of some kind of “cognitive il-
lusion.”  These results have been used in the rationality wars to argue that 
 human reason is seriously defective. Reason’s defenders protest that such ex-
periments are artificial and misleading. It is as if the experiments  were aimed 
at tricking sensible  people and making them look foolish rather than aimed 
at understanding the ordinary workings of reason. Of course, psychologists 
who have devised  these experiments insist that, just as visual illusions reveal 
impor tant features of ordinary, accurate vision, cognitive illusions reveal impor-
tant features of ordinary reasoning.12 Phi los o phers, science writers, and 
journalists have, however, focused on the seemingly bleak implications of this 
research for the evaluation of  human rationality and have, if anything, exag-
gerated their bleakness.

When you do arithmetic, it does not  matter  whether the numbers you add 
or subtract happen to be numbers of customers, trees, or stars, nor does it 
 matter  whether they are typical or surprising numbers for collections of such 
items. You just apply rules of arithmetic to numbers, and you ignore all the 
rest. Similarly, if you assume that reasoning should be just a  matter of applying 
logic to a given set of premises in order to derive the conclusions that follow 
from  these premises, then nothing  else should interfere. Yet  there is ample evi-
dence that background knowledge and expectations do interfere in the pro-
cess. This, many argue, is the main source of bad reasoning.

 Here is a classic example.13 In July 1980, Björn Borg, who was then hailed 
as one of the greatest tennis players of all time, won his fifth consecutive Wim-
bledon championship. In October of that year, Daniel Kahneman and Amos 
Tversky, two Israeli psychologists working in North Amer i ca who would soon 
become world- famous, presented a group of University of Oregon students 
with the following prob lem:

Suppose Björn Borg reaches the Wimbledon finals in 1981. Please rank 
order the following outcomes from most to least likely:

1. Borg  will win the match.
2. Borg  will lose the first set.
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3. Borg  will lose the first set but win the match.
4. Borg  will win the first set but lose the match.

Seventy- two  percent of the students assigned a higher probability to 
outcome 3 than to outcome 2. What is so remarkable about this? Well, if you 
have two propositions (for instance, “Borg  will lose the first set” and “Borg 
 will win the match”), then their conjunction (“Borg  will lose the first set but 
win the match”) cannot be more probable than  either one of the two propo-
sitions taken separately. Borg could not both lose the first set and win the 
match without losing the first set, but he could lose the first set and not win 
the match. Failing to see this is an instance of what is known as the “conjunc-
tion fallacy.” More abstractly, take two propositions that we may represent 
with the letters P and Q. Whenever the conjunction “P and Q” is true, so 
must be both P and Q, while P could be true or Q could be true and “P and 
Q” false. Hence, for any two propositions P and Q, claiming that their con-
junction “P and Q” is more probable than  either P or Q taken on its own is 
clearly fallacious.

Kahneman and Tversky devised many prob lems that caused  people to 
commit the conjunction fallacy and other serious blunders. True, as they them-
selves showed, if you ask the same question not about Björn Borg at Wim-
bledon but rather about an unknown player at an ordinary game, then  people 
do not commit the fallacy. They correctly rank a single event as more prob-
able than the conjunction of that event and another event. But why on earth 
should  people reason better about an anonymous tennis player than about a 
famous champion?

 Here is another example from our own work illustrating how the way you 
frame a logical prob lem may dramatically affect  people’s per for mance.14 We 
presented  people with the following version of what, in logic, is known as a 
“pigeonhole prob lem”:

In the village of Denton,  there are twenty- two farmers. All of the farmers 
have at least one cow. None of the farmers have more than seventeen 
cows. How likely is it that at least two farmers in Denton have the exact 
same number of cows?
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Only 30   percent gave the correct answer, namely, that it is certain—not 
merely probable—that at least two farmers have the same number of cows. 
If you  don’t see this, perhaps the second version of the prob lem  will help 
you.

To another group, we presented another version of the prob lem that, from 
a logical point of view, is strictly equivalent:

In the village of Denton,  there are twenty- two farmers. The farmers have 
all had a visit from the health inspector. The visits of the health inspector 
took place between the first and the seventeenth of February of this year. 
How likely is it that at least two farmers in Denton had the visit of the 
health inspector on the exact same day?

This time, 70  percent of  people gave the correct answer: it is certain.
As the Borg and the farmers- cows prob lems illustrate, depending on how 

you contextualize or frame a logical prob lem— without touching the logic of 
it— most  people may  either fail or succeed.  Isn’t this, the prosecution would 
argue, clear evidence that  human reason is seriously defective?

Expert Witnesses for the Defense

While many psychologists focused on experiments that seem to demonstrate 
 human irrationality, other psychologists  were pursuing a diff er ent agenda: to 
identify the  mental mechanisms and procedures that allow  humans to reason 
at all.

 There is  little doubt that some  simple reasoning (in a wide sense of the term) 
occurs all the time, in par tic u lar when we talk to each other. Conjunctions such 
as “and,” “or,” and “if ” and the adverb “not” elicit logical inferences of the 
most basic sort. Take a  simple dialogue:

Jack (to Jill):  I lent my umbrella to you or to Susan— I  don’t re-
member whom.

Jill:  Well, you  didn’t lend it to me!
Jack:  Oh, then I lent to Susan.
Jill:  Right!
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No need for Jack or Jill to have studied logic to come to the conclusion that 
Jack lent his umbrella to Susan.15 But what is the psychological mechanism 
by means of which such inferences are being performed? According to one 
type of account, understanding the word “or” or the word “not” amounts to 
having in mind logical rules that somehow capture the meaning of such words. 
 These rules govern deductions licensed by the presence of  these “logical” 
words in a statement.  Here is a rule for “or” (using again the letters P and Q 
to represent any two propositions):

“Or” rule: From two premises of the form “P or Q” and “not P,” infer Q.

Several psychologists ( Jean Piaget, Martin Braine, and Lance Rips, in par-
tic u lar16) have argued that we perform logical deduction by means of a “ mental 
logic” consisting in a collection of such logical rules or schemas. When Jack 
and Jill infer that Jack lent his umbrella to Susan, what they do is apply the 
“or” rule.

According to an alternative explanation, “ mental model theory” (developed 
by Philip Johnson- Laird and Ruth Byrne),17 no, we  don’t have a  mental logic 
in our head. What we have is a procedure to represent and integrate in our 
mind the content of premises by means of models comparable to schematic 
pictures of the situation. We then read the conclusions off  these models. In 
one model, for instance, Jack lent his umbrella to Jill. In an alternative model, 
he lent it to Susan. If Jack’s statement is true, then the two  mental models can 
neither be both right nor be both wrong. When we learn that the “lent to Jill” 
model is wrong, then we are left with just the “lent to Susan” model, and we 
can conclude that Jack lent his umbrella to Susan.

Much work in the psy chol ogy of reasoning has been devoted to pit-
ting  against one another the “ mental logic” and the “ mental models” ap-
proaches. You might won der: What is the difference between  these two 
accounts?  Aren’t they both stating the same  thing in diff er ent terms? Well, 
true, the two theories have a lot in common. They both assume that 
 humans have mechanisms capable of producing genuine logical inferences. 
Both assume that  humans have the wherewithal to think in a rational manner, 
and in this re spect, they contrast with approaches that cast doubt on  human 
rationality.
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Figure 3. The four schemas of conditional inference.

The picture drawn by “ mental logicians” and “ mental modelers” is not 
quite rosy, however. Both approaches recognize that all except the simplest 
reasoning tasks can trip  people and cause them to come to unwarranted con-
clusions. As they become more complex, reasoning tasks rapidly become for-
biddingly difficult and per for mance collapses. But what makes a reasoning 
task complex? This is where the two theories differ. For  mental logicians, it is 
the number of steps that must be taken and rules that must be followed. For 
 mental modelers, it is the number of models that should be constructed and 
integrated to arrive at a certain conclusion.

The defense of reason would want  these two schools to downplay their dis-
agreements and to focus on a shared positive message:  humans are equipped 
with general mechanisms for logical reasoning. Alas, the prosecution would 
find in the very work inspired by  these two approaches much evidence to cast 
doubt on this positive message.

If  there is one elementary pattern of reasoning that stands out as the most 
ubiquitous, the most impor tant both in everyday and in scholarly reasoning, 
it is what is known as conditional reasoning— reasoning with “if . . .  , then . . .” 
(see Figure 3). Such reasoning involves a major premise of the form “if P, 
then Q.” For instance:

If you lost the key, then you owe us five dollars.
If pure silver is heated to 961°C, then it melts.
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If  there is a court house, then  there is a police station.
If Mary has an essay to write, then she  will study late in the  

library.

The first part of such statements, introduced by “if,” is the antecedent 
of the conditional, and the second part, introduced by “then,” is the 
 consequent. To draw a useful inference from a conditional statement, you 
need a second premise, and this minor premise can consist  either in the 
affirmation of the antecedent or in the denial of the consequent. For 
instance:

If  there is a court house, then  there is a police station. (major premise: 
the conditional statement)

 There is a court house. (minor premise: affirmation of the antecedent)
—————— 
 There is a police station. (conclusion)

Or:

If  there is a court house, then  there is a police station. (major premise: 
the conditional statement)

 There is no police station. (minor premise: denial of the consequent)
——— — — — 
 There is no court house. (conclusion)

 These two inference patterns, the one based on the affirmation of the an-
tecedent (known  under its Latin name, modus ponens) and the one based on the 
denial of the consequent (modus tollens), are both logically valid: when the 
premises are true, the conclusion is necessarily true also.

But what about using as the minor premise the denial of the antecedent 
(rather than its affirmation) or the affirmation of the consequent (rather than 
its denial)? For instance:

If  there is a court house, then  there is a police station. (major premise: 
the conditional statement)
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 There is no court house. (minor premise: denial of the antecedent)
— — — — — —  
 There is no police station. (conclusion?)

Or:

If  there is a court house, then  there is a police station. (major premise: 
the conditional statement)

 There is a police station. (minor premise: affirmation of the consequent)
— — — — — — 
 There is a court house. (conclusion?)

 These two inference patterns (known by the name of their minor premise 
as “denial of the antecedent” and “affirmation of the consequent”) are invalid; 
they are fallacies. Even if both premises are true, the conclusion does not 
necessarily follow— you may well, for instance, have a police station but no 
court house.

Surely, the prosecution would exclaim, all this is  simple enough.  Shouldn’t 
 people, if the defense  were right, reliably perform the two valid inferences of 
conditional reasoning and never commit the two fallacies? Alas, the expert 
witnesses of the defense have demonstrated in countless experiments with 
very  simple prob lems that such is not the case— far from it. True, nearly every-
body draws the valid modus ponens inference from the affirmation of the 
antecedent. Good news for the defense? Well, the rest is good news for the 
prosecution: only two- thirds of the  people, on average, draw the other valid 
inference, modus tollens, and about half of the  people commit the two fallacies.18 
And  there is worse . . .  

 Will She Study Late in the Library?

In a famous 1989 study, Ruth Byrne demonstrated that even the valid modus 
ponens inference, the only apparently safe bit of logicality in conditional rea-
soning, could all too easily be made to crumble.19 Byrne presented partici-
pants with the following pair of premises:
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Major premise:
If Mary has an essay to write, then she  will study late in the library.
Minor premise:
She has an essay to write.

Participants had no difficulty deducing:

Conclusion: Mary  will study late in the library.

So far, so good. To another group of  people, however, Byrne presented the 
same prob lem, but this time with an additional major premise:

First major premise:
If Mary has an essay to write, then she  will study late in the library.
Second major premise:
If the library stays open, then Mary  will study late in the library.
Minor premise:
She has an essay to write.

From a strictly logical point of view, the second major premise is of no rele-
vance whatsoever. So, if  people  were logical, they should draw the same valid 
modus ponens conclusion as before. Actually, only 38  percent of them did.

What Byrne was trying to prove was not that  humans are irrational— mental 
modelers  don’t believe that— but that  mental logicians have the wrong theory of 
 human rationality. If, as  mental logicians claim,  people had a  mental modus ponens 
rule of inference, then that inference should be automatic, what ever the context. 
Participants are instructed to take the premises as true, so, given the premises “If 
Mary has an essay to write, then she  will study late in the library” and “Mary has 
an essay to write,” they should without hesitation conclude that she  will study late 
in the library. What about the possibility that the library might be closed? Well, 
what about it?  After all, for all you know, Mary might have a pass to work in the 
library even when it is closed. A logician would tell you, just  don’t go  there. This 
is irrelevant to this logic task, just as the possibility that a  bubble might burst 
would be irrelevant to the arithmetic task of adding three  bubbles to two  bubbles.
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Did  mental logicians recognize, in the light of Byrne’s findings, that their ap-
proach was erroneous? Well, no; they  didn’t have to. What they did instead was 
propose alternative explanations.20  People might, for instance, consolidate the 
two major premises presented by Byrne into a single one: “If Mary has an essay to 
write and if the library stays open, then Mary  will study late in the library.” This, 
 after all, is a realistic way of understanding the situation. If this is how  people 
interpret the major premises, then the minor premise, “She has an essay to 
write,” is not sufficient to trigger a valid modus ponens inference, and Byrne’s 
findings, however intrinsically in ter est ing, are no evidence against  mental logic.

Is  There a Defendant at This Trial?

The prosecution of reason might enjoy watching  mental logicians and  mental 
modelers, all expert witnesses for the defense, fight among themselves, but 
surely, at this point, the jury might grow impatient.  Isn’t  there something amiss, 
not with the reasoning of  people who participate in  these experiments, but 
rather with the demands of psychologists?

Experimentalists expect participants to accept the premises as true  whether 
 those premises are plausible or not, to report only what necessarily follows 
from the premises, and to completely ignore what is merely likely to follow 
from them—to ignore the real world, that is. When  people fail to identify the 
logical implications of the premises, many psychologists see this as proof that 
their reasoning abilities are wanting.  There is an alternative explanation, 
namely, that the artificial instructions given to  people are hard or even, in many 
cases, impossible to follow.

It is not that  people are bad at making logical deductions; it is that they are 
bad at separating  these deductions from probabilistic inferences that are sug-
gested by the very same premises. Is this, however, evidence of  people’s ir-
rationality?  Couldn’t it be seen rather as evidence that psychologists are 
making irrational demands?

A comparison with the psy chol ogy of vision  will help. Look at Figure 4, a 
famous visual illusion devised by Edward Adelson. Which of the two squares, 
A or B, is of a lighter shade of gray? Surely, B is lighter than A— this  couldn’t 
be an illusion! But an illusion it is. However surprising, A and B are of ex-
actly the same shade.
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In broad outline, what happens is not mysterious. Your perception of the 
degree to which a surface is light or dark tracks not the amount of light that 
is reflected to your eyes by that surface but the proportion of the light falling 
on that surface that is reflected by it. The higher this “reflectance” (as this pro-
portion is called), the lighter the surface; the lower this reflectance, the darker 
the surface:

reflectance = 
light reflected by the surface

light falling on the surface

The same gray surface may receive and therefore reflect more or less light to 
your eyes, but if the reflectance remains the same, you  will perceive the same 
shade of gray. Your eyes, however, get information on just one of the two quan-
tities— the light reflected to your eyes. How, then, can your brain track reflec-
tance, that is, the proportion between the two quantities, only one of which 
you can sense, and estimate the lightness or darkness of the surface? To do 
so, it has to use contextual information and background knowledge and infer 
the other relevant quantity, that is, the amount of light that falls on the surface.

Figure 4. Adelson’s checkerboard illusion.
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When you look at Figure 4, what you see is a picture of a checkerboard, 
part of which is in the shadow of a cylinder.

Moreover, you expect checkerboards to have alternating light and dark 
squares. You have therefore several sound reasons to judge that square B— 
one of the light squares in the shade—is lighter than square A— one of the dark 
squares receiving direct lighting. Or rather you would have good reasons if 
you  were  really looking at a checkerboard partly in the shadow of a cylinder 
and not at a mere picture. The illusion comes from your inability to treat this 
picture just as a two- dimensional pattern of vari ous gray surfaces and to ig-
nore the tridimensional scene that is being depicted.

Paint ers and graphic designers may learn to overcome this natu ral tendency 
to integrate all potentially relevant information. The rest of us are prey to the 
illusion. When discovering this illusion, should we be taken aback and feel 
that our visual perception is not as good as we had thought it to be, that it is 
betraying us? Quite the opposite! The ability to take into account not just the 
stimulation of our ret ina but what we intuitively grasp of the physics of light 
and of the structure of objects allows us to recognize and understand what 
we perceive. Even when we look at a picture rather than at the real  thing, we 
are generally interested in the properties of what is being represented rather 
than in the physical properties of the repre sen ta tion itself. While the picture 
of square A on the paper or on the screen is of the same shade of gray as 
that of square B, square A would be quite darker than square B on the check-
erboard that this picture represents. The visual illusion is evidence of the fact 
that our perception is well adapted to the task of making sense of the three- 
dimensional environment in which we live and also, given our familiarity with 
images, to the task of interpreting two- dimensional pictures of three- dimensional 
scenes.

Now back to Mary, who might study late in the library. In general, we in-
terpret statements on the assumption that they are intended to be relevant.21 
So when given the second major premise, “If the library stays open, then Mary 
 will study late in the library,”  people sensibly assume that they are intended 
to take this premise as relevant. For it to be relevant, it must be the case that 
the library might close and that this would thwart Mary’s intention to study 
late in the library. So, yes, participants have been instructed to accept as ab-
solutely true that “if Mary has an essay to write, then she  will study late in 
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the library,” and they seem not to. However, being unable to follow such in-
structions is not at all the same  thing as being unable to reason well. Treating 
information that has been intentionally given to you as relevant  isn’t irrational— 
quite the contrary.

It takes patience and training for a painter to see a color on the canvas as it 
is rather than as how it  will be perceived by  others in the context of the  whole 
picture. Similarly, it takes patience and training for a student of logic to con-
sider only the logical terms in a premise and to ignore contextual information 
and background knowledge that might at first blush be relevant. What paint ers 
do see and we  don’t is useful to them as paint ers. The inferences that logi-
cians draw are useful to them as logicians. Are the visual skills of paint ers and 
the inferential skills of logicians of much use in ordinary life? Should  those of 
us who do not aspire to become paint ers or logicians feel we are missing some-
thing impor tant for not sharing their cognitive skills? Actually, no.

The exact manner in which  people in Ruth Byrne’s experiment are being 
reasonable is a  matter for further research, but that they are being reason-
able is reasonably obvious. That  people fail to solve rudimentary logical 
prob lems does not show that they are unable to reason well when  doing 
so is relevant to solving real- life prob lems. The relationship between logic 
on the one hand and reasoning on the other is far from being  simple and 
straightforward.

At this point, the judge, the jury, and our readers may have become weary 
of the defense’s and the prosecution’s grandstanding. The trial conceit is ours, 
of course, but the controversy (of which we have given only a few snapshots) 
is a very real one, and it has been  going on for a long time. While arguments 
on both sides have become ever sharper, the issue itself has become hazier 
and hazier. What is the debate  really about? What is this capacity to reason 
that is both claimed to make  humans superior to other animals and of such 
inferior quality? Do the experiments of Kahneman and Tversky on the one 
hand and  those of “ mental logicians” and “ mental modelers” on the other 
hand address the same issue? For that  matter, is the reasoning they talk about 
the same  thing as the reason hailed by Descartes and despised by Luther? Is 
 there, to use the conceit one last time, a defendant in this trial? And if  there 
is, is it reason itself or some dummy mistaken for the real  thing? Is reason  really 
a  thing?



The idea that reason is what distinguishes  humans from other animals is gen-
erally traced back to the ancient Greek phi los o pher Aristotle.1 Aristotle has 
been by far the most influential thinker in the history of Western thought, 
where for long he was simply called “the Phi los o pher,” as if he  were the only 
one worthy of the name. Among many other achievements, he is credited with 
having founded the science of logic. In so  doing, he provided reason with the 
right partner for a would-be everlasting union—or so it seemed. Few  unions 
indeed have lasted as long as that between logic and reason, but lately (meaning 
in the past hundred years or so), the marriage has been tottering.

Reason and Logic? It’s Complicated

 Until the end of the nineteenth  century, it went almost without saying that 
logic and the study of reasoning, while not exactly the same  thing,  were 
two aspects of a single enterprise. Logic, it was thought, describes good or 
correct reasoning. Not all reasoning is good—as we saw, far from it— but all 
reasoning, so the story goes,  ought to be, and aims to be, logical. Bad rea-
soning is reasoning that tried to be logical but failed (or  else it is sophistry 
merely pretending to be logical). Hence logic defines what reasoning is, 
just as a grammar defines a language, even if we often express ourselves 
ungrammatically.

Typical textbook examples of reasoning begin with a bit of  simple logic 
and often end  there— without a word on what goes on in the mind of the rea-
soner. They generally involve a pair of premises and a conclusion. For in-
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stance (to use one of Aristotle’s best- known examples of so- called categor-
ical syllogism):

Premises: 1. All  humans are mortal.
  2. All Greeks are  humans.
Conclusion: All Greeks are mortal.

From the propositions that all  humans are mortal and that all Greeks are 
 humans, it logically follows that all Greeks are mortal. Similarly, from the prop-
ositions that Jack lent his umbrella  either to Jill or to Susan and that he did 
not lend it to Jill, it logically follows that he lent it to Susan (this being an ex-
ample of a “disjunctive syllogism”). One of the achievements of Aristotelian 
logic was to take such clear cases of valid deductions and to schematize them.

Forget about  humans, mortals, and Greeks. Take any three categories what-
soever, and call them A, B, and C. Then you can generalize and say that all 
syllogisms that have the form of the following schema are valid:

Premises: 1. All As are Bs.
  2. All Cs are As.
Conclusion: All Cs are Bs.

Forget about umbrellas, Jack, Jill, and Susan. Take any two propositions 
whatsoever, and call them P and Q. Then you can generalize and again say 
that all syllogisms that have the form of the following schema (corresponding 
to the “or” rule we talked about in Chapter 1) are valid:

Premises: 1. P or Q
  2. not P
Conclusion: Q

What is the point of identifying such schemas? It is to go from the intu-
ition that some par tic u lar deductions happen to be valid— deductions, for 
instance, about the Greeks being mortal or about Jack having lent his 
umbrella to Susan—to a formal account of what makes valid not just  these 
par tic u lar deductions but all deductions of the same form. By replacing 
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concrete contents (that are taken to be irrelevant to deduction) with arbitrary 
symbols such as capital letters— a device in ven ted by Aristotle— you end up 
with a “logical form” that contains just terms such as “all,” “or,” or “not” 
that are relevant to premise- conclusion relationships. Deduction schemas 
display logical forms that stand in such relationships.

For more than two thousand years, scholars felt no need to go beyond Ar-
istotelian logic. The author of the Critique of Pure Reason, Immanuel Kant, 
could, at the end of the eigh teenth  century, maintain that since Aristotle, logic 
“has been unable to take a single step forward, and therefore seems to all 
appearance to be finished and complete.”2 He  couldn’t have been more 
mistaken.

In the past two hundred years, logic has developed well beyond and away 
from its Aristotelian origins both in scope and in sophistication. It has diver-
sified in many diff er ent subfields and approaches, and even into a plurality of 
logics. Modern deductive logic provides a formal account of a much greater 
variety of valid deductions than did classical logic. It does so not by means of 
a cata logue of deduction schemas but by deriving such schemas from first 
princi ples with elaborate methods. Many of the deductions studied in modern 
logic, however, even relatively  simple ones, are no more part of ordinary 
 people’s repertoire than are advanced theorems in mathe matics. True,  there 
are some research programs in logic that aim at being relevant to psy chol ogy, 
but modern logic as a  whole does not.

The experimental study of reasoning started in the twentieth  century.3 
By then, many logicians saw logic as a purely formal system closely related 
to mathe matics. Gottlob Frege, the German founder of modern logic, had 
denounced the very idea that logic is about  human reasoning as a fallacy, the 
fallacy of “psychologism”: logic is no more about  human reasoning than arith-
metic is about  people’s understanding and use of quantities. This is now the 
dominant view.

And yet, while most logicians  were turning their backs on psy chol ogy, most 
psychologists of reasoning  were still looking to logic in order to define their 
domain, divide it into subdomains, and decide what constitutes good and bad 
reasoning.  Until recently, it rarely crossed their minds that this could amount 
to a fallacy of “logicism” in psy chol ogy symmetrical to the fallacy of psychol-
ogism in logic.4
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True, thinking of reasoning as a “logical” pro cess can seem quite natu ral. 
When  people reason, some thoughts occur first in their mind, and have to 
occur first for other thoughts to occur afterward. It may be tempting to equate 
this temporal and causal sequence of thoughts with a logical sequence of prop-
ositions in a deduction. The very words “consequence” and “follows” used 
in logic evoke a time sequence. But no,  these words do not, in logic, refer to 
temporal relationships. The order of propositions in a logical sequence is 
no more a genuine temporal order than is the order of the positive integers, 
1, 2, 3, . . .  , in arithmetic. Psychological pro cesses have duration and involve 
effort. Logical sequences have not and do not.

In logic, the word “argument” describes a timeless and abstract sequence 
of propositions from premises to conclusion. In ordinary usage, on the other 
hand, an argument is the production, in one’s mind or in conversation, of one 
or several reasons one  after the other in order to justify some conclusion. What 
can we do  here to avoid confusion? Since the psy chol ogy of reasoning has 
focused on classical deductive arguments, also known as “syllogisms,” this is 
the term we  will use in our critical discussion. We  will always use “argument,” 
on the other hand, in the ordinary, nontechnical sense.

 Couldn’t series of reasons given to convince an audience match logical se-
quences from premises to conclusion? Well, this is not what usually hap-
pens. Often, when you argue, you start by stating the conclusion you want your 
audience to accept— think of a  lawyer pleading her client’s innocence, or think 
of po liti cal discussions— and then you give reasons that support this conclu-
sion. It is commonly assumed, all the same, that most, if not all, ordinary rea-
soning arguments must, to be arguments at all, correspond to syllogisms; if 
the correspondence is not manifest, then it must be implicit; some premises 
must have been left out for the sake of brevity. Most ordinary arguments are, 
according to this view, “enthymemes,” that is, truncated syllogisms. This, we 
 will argue, is just old dogma, so much taken for granted that  little or no effort 
is made to justify it empirically.

Logic and the psy chol ogy of reasoning, which had been so close to one 
another, have moved in diff er ent directions. They still seem to have many 
concepts in common, but what they actually share are labels, words that have 
taken on diff er ent meanings in each discipline, creating much confusion.5 
“Argument” is not the only word used to describe both an abstract logical 
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 thing and a concrete psychological phenomenon. Many other words, such 
as “inference,” “premise,” “conclusion,” “valid,” or “sound,” have been bor-
rowed from one domain to the other and are used in both cases with  little 
attention to the fact that they are used differently. Even the word “reasoning” 
has been used by logicians to talk about syllogisms, logical derivations, and 
proofs, and the word “logical” is commonly used as a psychological term (as 
in “Be logical!”). We  will try to avoid the fallacies that may result from such 
equivocations.

Some of the Bakers Are Athletes

The unrequited love of psy chol ogy of reasoning for logic has had costly 
consequences. Many eminent psychologists chose, for instance, to inves-
tigate how  people perform with Aristotelian categorical syllogisms. Why? 
Well,  these syllogisms had been at the center of classical logic for more 
than two thousand years. Surely, then, they had to play a major role in 
psy chol ogy.

When all splittable hairs have been split,  there turn out to be 256 pos si ble 
forms of categorical syllogisms that could each be experimentally tested (twice 
as many when notational variants are included). To this end, many researchers 
invested years of work. Pity, too, the thousands of participants in  these experi-
ments who  were given long series of dull and repetitive prob lems to solve, 
one  after the other, in the style of the following:

Some of the bakers are athletes.
None of the bakers is a canoeist.
What, if anything, follows?

Only 24 of  these 256 syllogistic forms are logically valid. It is not clear 
which of  these valid and invalid syllogisms ever occur in  human  actual rea-
soning and how often they do.

Of course, in science the study of marginal or practically unimportant phe-
nomena can be of major scientific relevance— think of the common fruit fly, 
also known as Drosophila melanogaster, and its place in modern biology— but 
this is hardly a case in point. In a review article published in 2012,  after half a 
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 century of intensive studies, Sangeet Khemlani and Philip Johnson- Laird iden-
tified twelve competing theories of syllogistic reasoning, none of which, they 
say, “provides an adequate account.” “The existence of 12 theories of any sci-
entific domain,” they add, “is a small disaster.”6 This indictment is made all 
the more power ful and even poignant by the fact that one of the twelve theo-
ries, and arguably the most influential, is Johnson- Laird’s own mental- model 
account of syllogisms.

Proponents of diff er ent approaches to reasoning ( mental logic,  mental 
models, more recently Bayesian inference, and so on) have used the study 
of categorical syllogisms as evidence that their own approach is the best— 
evidence, however, that only the already- converted have found convincing.

 There is another group of scholars, apart from psychologists, committed 
to the idea that classical syllogisms are still highly relevant: theologians, who 
have been teaching and using “syllogistics” since the  Middle Ages. To give 
just one example,  here is how  Father Wojciech Giertych, the  house hold 
theologian of Pope Benedict XVI, explained why  women are not suited for 
priesthood: “Men are more likely to think of God in terms of philosophical 
definitions and logical syllogisms.”7 Not convinced? The relevance of the 
 whole battery of Aristotelian syllogisms to psy chol ogy is, we are tempted to 
quip, equally mysterious.

“Never Do an Experiment If You Know Why  You’re  Doing It!”

Few psychologists of reasoning, if any, had a greater impact on the field 
than Peter Wason. “Wason’s way of  doing research,” Johnson- Laird told us,8 
“was pretty eccentric, e.g., never do an experiment if you know why  you’re 
 doing it!”

In 1966, Wason introduced a new experimental design, the four- card se-
lection task, which became— and remains to this day— a main tool and focus 
of research in the discipline. It  wouldn’t be completely wrong— just exagger-
ated and unfair to the few researchers who have resisted its lure—to say that 
the psy chol ogy of reasoning has to a large extent become the psy chol ogy of 
the Wason task. If Wason in ven ted this experiment without knowing what pur-
pose it would serve, then, it must be reckoned, this turned out to be an amaz-
ingly successful shot in the dark.
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 Here is how Wason’s experiment goes. “In front of you are four cards,” the 
experimenter tells you. “Each card has a letter on one side and a number on 
the other. Two cards (with an E and a K) have the letter side up; the two  others 
(with a 2 and a 7) have the number side up” (see Figure 5).

“Your task is to answer the following question: Which of  these four cards 
must be turned over to find out  whether the following rule is true or false of 
 these four cards: ‘If  there is an E on one side of a card, then  there is a 2 on the 
other side’?”

Which cards would you select?
The structure of the experiment derives from a standard type of inference 

in classical logic, conditional syllogisms, which we encountered in Chapter 1. 
Figure 3 in Chapter 1 laid out the four schemas of conditional syllogism; 
Figure 6 in this chapter shows how the se lection task is built on  these four 
schemas.

The “rule” of the se lection task is the major premise of a conditional syl-
logism of the form “if P, then Q” (in our example, if  there is an E on one side 
of a card, then  there is a 2 on the other side). Each card provides one of the 
four pos si ble minor premises (in our example, the E card represents the minor 
premise P,  there is an E; the K card represents not- P,  there  isn’t an E; the 
2 card represents Q ,  there is a 2; and the 7 card represents not- Q ,  there  isn’t a 2). 
As you may remember, only two of  these minor premises, P and not- Q , allow 
valid deductions (called modus ponens and modus tollens, respectively); 
trying to make a similar deduction from the two other pos si ble minor prem-
ises, not- P and Q , yields the fallacies of “denial of the antecedent” and of 
“affirmation of the consequent.”

The correct answer, then, is to select just the E and the 7 cards. The rule 
entails a prediction about what should be on the other side of  these two cards, 

E K 2 7

Figure 5. The four cards of the Wason se lection task.
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a prediction that could be tested by turning  these two cards over. Should 
the other side of  either of  these two cards fail to be as predicted, the rule 
would be falsified. The rule, on the other hand,  doesn’t entail any prediction 
as to what should be on the hidden side of the K and the 2 cards: they are 
therefore irrelevant. In par tic u lar, contrary to a common intuition, turning 
over the 2 card is useless. Suppose  there  isn’t an E on the other side. So what? 
All the rule says is that an E must be paired with a 2; it does not say that only 
an E can be paired with a 2.

You selected the E and the 7 cards? Congratulations! You made another 
se lection?  Don’t feel too bad. Only about 10  percent of participants make the 
right choice anyhow.

Once psychologists start experimenting with the Wason task, it is hard 
for them to stop. Many have become addicts. Why? Well, the design of the 
se lection task lends itself to endless variations. You can alter the instructions, 
modify the content of cards, or invent a variety of contexts. You can then ob-
serve what happens and see in par tic u lar  whether more participants give 
the correct answer than with Wason’s original version of the task. If this hap-
pens, write an article. If it  doesn’t, try again. Moreover, not just psychologists 

Major premise (the “rule”):

Minor premises
represented by the 
cards:

Select

There’s a 2 
on the other 

side

There isn’t 
an E on the 
other side

Select

Modus ponens Modus tollensAffirmation
of the consequent

Denial 
of the antecedent

(nothing follows) (nothing follows)

Ignore

Schemas:

Valid Conclusions:

Correct selection:

E K 2 7

if there is an E on one side of a card,  
then there is a 2 on the other side

Figure 6. The se lection task and the four schema of conditional inference.
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but also phi los o phers, students, and sometimes your roommate or your cousin 
easily come up with conjectures to explain why participants respond the 
way they do and with suggestions for new variations. The se lection task has 
proved an everlasting topic of conversation where many  people, pros and 
amateurs, can have a go.

Ideally, of course, the se lection task should owe its success to being, like 
the microscope for biology (to which we have heard it being compared), a 
superior tool that provides crucial evidence and helps answer funda-
mental questions. Has any theoretical breakthrough been made thanks to the 
se lection task? No, whenever experimental evidence has been claimed to 
provide crucial support for a genuine theoretical claim, alternative interpre-
tations have been proposed. As a result, much of the work done with the 
task has had as its goal to explain the task itself,9 with the psy chol ogy of 
 human reasoning serving just as a dull backdrop to colorful debates about 
experiments.

Much of the early research aimed at improving  people’s poor per for mance 
with the se lection task. Would training help? Not much. Feedback? Hardly. 
Changing the wording of the rule? Try again. Monetary rewards for good per-
for mance? Forget it. Then could variations be introduced in the nonlogical 
content of the se lection task (replacing numbers and letters with more in ter-
est ing stuff ) that would cause  people to perform better? Yes, sometimes, but 
explanations proved elusive.

So a lot of noise has been produced, but what about light? A few findings 
relevant not just to understanding the task but to understanding the mind  were 
generally stumbled upon rather than first predicted and then confirmed. What 
the story of the se lection task mainly illustrates is how good scientists can go 
on and on exploring one blind alley  after the other.

Ironically, the most impor tant finding ever to come out of fifty years of work 
with the task is that  people  don’t even use reasoning to resolve a task that was 
meant to reveal how they reason.

In the early 1970s, Jonathan Evans made a puzzling discovery by testing a 
 simple variation on the standard se lection task.10 Take the usual prob lem with 
the rule, “If  there is an E on one side of a card, then  there is a 2 on the other 
side” and the four cards E, K, 2, and 7. As we saw, only about 10  percent se-
lect the E and the 7 cards, even though this is the logically correct solution. 
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Now just add a “not” in the rule, like this: “If  there is an E on one side of a card, 
then  there is not a 2 on the other side.” Show the same cards. Ask the same 
question. Now, a majority of participants give the right answer.

 Don’t jump to the startling conclusion that a negation in the rule turns 
participants into good logical reasoners. Actually, in both conditions (with 
and without the negation in the rule), most participants make exactly the 
same se lection, that of the E and the 2 cards, as if the presence of the negation 
made no difference whatsoever. It so happens that this se lection is incorrect 
in the standard case but correct with the negated rule. (How so? Well, the 
affirmative rule makes no prediction on the letter to be found on the hidden 
side of the 2 card, but the negative version of the rule does: an E on the 
hidden side of the 2 card would falsify the negated rule. So with the negated 
rule, the 2 card should be selected.)

This shows, Evans argued, that  people’s answers to the Wason task are 
based not on logical reasoning but on intuitions of relevance: they turn over 
the cards that seem intuitively relevant. And why do the E and the 2 seem in-
tuitively relevant?  Because, explains Evans, they are mentioned in the rule, 
whereas other letters and numbers are not, and that’s almost all  there is to it.11

The long and convoluted story of the se lection task well explains how and 
why the psy chol ogy of  human reasoning ended up pivoting away from its early 
obsession with classical logic to new challenges.

Dual Pro cess?

Look at work on the se lection task and look more generally at experimental 
psy chol ogy of reasoning, and you  will see psychologists at pains to be as thor-
ough as pos si ble. This makes it even more puzzling and disheartening to see 
how modest the pro gress, how uninspiring the overall state of the art— and 
this in a period where the study of cognition has under gone extraordinary de-
velopments. In many domains— vision, infant psy chol ogy, and social cogni-
tion, to name but three— there have been major discoveries, novel experimental 
methods, and clear theoretical advances at a more and more rapid pace.  Every 
month, journals publish new and exciting results.  There are intense debates, 
but with a clear common sense of purpose and the strong feeling of shared 
achievement, nothing of the sort in the psy chol ogy of reasoning. True,  there 
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are schools of thought that each claim major breakthroughs, but, for good or 
bad reasons, none of  these claims has been widely accepted.

Still, if a survey was made and psychologists of reasoning  were asked to 
mention what has been the most impor tant recent theoretical development 
in the field, a majority—with a minority strongly dissenting—would name 
“dual pro cess theory”: the idea that  there are two quite distinct basic types of 
pro cesses involved in inference and more generally in  human psy chol ogy.

A basic insight of dual pro cess theory is that much of what  people do in 
order to resolve a reasoning task  isn’t reasoning at all but some other kind of 
pro cess, faster than reasoning, more automatic, less conscious, and less rule- 
governed. In the past twenty years, diff er ent versions of the approach have 
been developed. Talk of “system 1” and “system 2” is becoming almost 
as common and, we fear, often as vacuous as talk of “right brain” and “left 
brain” has been for a while.

Actually, an early sketch of dual pro cess theory had been spelled out by Jon-
athan Evans and Peter Wason in a  couple of articles published in 1975 and 
1976 and quickly forgotten. As we saw, just by adding a “not” in the rule of 
the se lection task, Evans had demonstrated that  people make their se lection 
without actually reasoning. They merely select the cards that they intuitively 
see as relevant (which happens to yield an incorrect response with the orig-
inal rule and the correct response with the negated rule). Se lection, then, is 
based on a type 1 intuitive pro cess.

Evans and Wason redid the experiment, this time asking  people to explain 
their se lection, and then they did reason, no question about it. They reasoned 
not to resolve the prob lem— that they had done intuitively— but to justify their 
intuitive solution. When their solution happened to be logically correct (which 
typically occurred with the negated rule), they provided a sensible logical jus-
tification. When their solution happened to be incorrect,  people gave, with 
equal confidence, a justification that made no logical sense. What conscious 
reasoning— a type 2 process— seemed to do was just provide a “rationaliza-
tion” for a choice that had been made prior to  actual reasoning.

 There  were three notable ideas in this first sketch of the dual pro cess 
approach. The first was a revival of an old contrast, stressed by— among 
many  others— the eighteenth- century Scottish phi los o pher David Hume 
and the nineteenth- century American phi los o pher William James, between 
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two modes of inference, one occurring spontaneously and effortlessly and 
the other— reasoning proper— being on the contrary deliberate and effortful. 
A second, more novel idea was that  people may and often do approach the 
same inferential task in the two modes. In the se lection task, for instance, most 
participants produce both a spontaneous se lection of cards and a reasoned 
explanation of their se lection. The third idea was the most provocative: what 
type 2 deliberative pro cesses typically do is just rationalize a conclusion that 
had been arrived at through intuitive type 1 pro cesses. This idea so demeans 
the role of reasoning proper that Evans and Wason’s dual pro cess approach 
was met with reticence or incredulity.12

This early dual pro cess approach to reasoning was not often mentioned, 
let alone discussed, in the next twenty years. When it did reappear on the front 
of the scene, gone  were the youthful excesses; written off was the idea that 
reasoning just rationalizes conclusions that had been arrived at by other 
means. And so, in 1996, Evans and the phi los o pher David Over published a 
book, Rationality and Reasoning,13 where they advocated a “dual pro cess 
theory of thinking” but with type 1 pro cesses seen as rational  after all and 
type 2 pro cesses “upgraded from a purely rationalizing role to form the basis 
of the logical component of per for mance.” Moreover, the original assump-
tion that the two types of pro cesses occur in a rigid sequence— first the spon-
taneous decision, and then the deliberate rationalization— was definitely 
given up in  favor of an alternative that had been suggested in passing in 1976, 
namely, that the two types of pro cesses interact. Whereas the earlier Evans- 
and- Wason version of the dual pro cess approach undermined  humans’ claims 
of rationality, the  later Evans- and- Over version vindicates and might even 
be said to expand  these claims.

Apparently, the time was ripe. That same year, 1996, the American psychol-
ogist Steven Sloman published “The Empirical Case for Two Systems of 
Reasoning” where, drawing on his expertise in artificial intelligence, he pro-
posed a somewhat diff er ent dual pro cess (or as he called it, “dual system” ap-
proach).14 In 1999, the Canadian psychologist Keith Stanovich, in his book 
Who Is Rational?, drew on his expertise on individual differences in reasoning 
to propose another dual pro cess approach.15 In his Nobel Prize ac cep tance 
speech in 2002, Daniel Kahneman endorsed his own version of an approach 
that had been in many re spects anticipated in his earlier work with Amos 
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Tversky.16 Many  others have contributed to this work, some with their own 
version of the approach,  others with criticisms.

A typical device found in most accounts of a dual pro cess approach is a 
 table layout of contrasting features.  Here are examples of contrasts typically 
found in such  tables:

Type 1 pro cesses Type 2  processes
Fast Slow
Effortless Effortful
Parallel Serial
Unconscious Conscious
Automatic Controlled
Associative Rule- based
Contextualized Decontextualized
Heuristic Analytic
Intuitive Reflective
Implicit Explicit
Nonverbal Linked to language
In de pen dent of general intelligence Linked to general intelligence
In de pen dent of working memory Involving working memory
Shared with nonhuman animals Specifically  human

The gist of  these contrasts is clear enough: on the one side, features that 
are commonly associated with instincts in animals and intuition in  humans; 
on the other side, features that are associated with higher- order conscious 
 mental activity, in other terms with “thinking” as the term is generally under-
stood. At first blush, such a distinction looks highly relevant to understanding 
 human psy chol ogy in general and inference in par tic u lar: yes, we  humans are 
capable both of spontaneous intuition and of deliberate reasoning. So, dual 
pro cess approaches seem to be a welcome, impor tant, and, if anything, long 
overdue development. How could one object to such an approach?

Well, one might object to the vagueness of the proposal.  Aren’t  these fea-
tures nicely partitioned on the two- column  table somewhat intermingled in 
real ity? For instance, we all perform  simple arithmetic inferences automati-
cally (a type 1 feature), but they are rule- based (a type 2 feature). So, are  these 
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 simple arithmetic inferences a type 1 or a type 2 pro cess? Moreover, many of 
the contrasts in such  tables— between conscious and unconscious pro cessing, 
for instance— may involve a difference of degree rather than a dichotomy of 
kinds.  These and other similar examples undermine the idea of a clear di-
chotomy between two types of pro cesses.

What, anyhow, is the explanatory import of the  whole scheme?  There are 
many more than two mechanisms involved in  human inference. The key to 
explaining  human inference is, we  will argue, to properly identify the common 
properties of all  these mechanisms, the specific features of each one of them, 
and their articulation, rather than classifying them into two loose categories 
on thin theoretical ground.

Still, for a while, dual pro cess theory seemed to help resolve what we have 
called the enigma of reason by explaining why reasoning so often fails to per-
form its function. True reasoning (type 2 pro cesses), the theory claimed, is 
indeed “logical,” but it is quite costly in terms of cognitive resources. If  people’s 
judgments are not systematically rational, it is  because they are commonly 
based on cheaper type 1 pro cesses. Type 1 pro cesses are heuristic shortcuts 
that, in most ordinary circumstances, do lead to the right judgment. In non-
standard situations, however, they produce biased and mistaken answers. All 
the same, using type 1 pro cesses makes sense: the lack of high reliability is a 
price rationally paid for day- to- day speed and ease of inference. Moreover, type 
2 reasoning remains available to double- check the output of type 1 intuitions. 
Intellectual alertness— intelligence, if you prefer— goes together with a greater 
readiness to let type 2 reasoning take over when needed. Enigma resolved? 
Not  really.

The more dual pro cess approaches  were being developed, the more they 
inspired experimental research, the less this  simple and happy picture could 
be maintained. Evans and Stanovich now call it a fallacy to interpret dual pro-
cess theory as committed to seeing type 2 pro cesses as necessarily “better” 
than type 1 pro cesses. In fact, they acknowledge, type 2 reasoning can itself 
be a source of biases and even introduce errors where type 1 intuition had pro-
duced a correct judgment. We are not quite back to the early approach of 
Evans and Wason in the 1970s, if only  because the picture is now so much 
richer, but the prob lems that dual pro cess approaches seemed to solve are just 
posed in new and somewhat better terms. The enigma of reason still stands.
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We  won’t discuss dual pro cess theory in any detail: it is too much of a 
scattered, moving, and in part blurry target.17 Our ambition, anyhow, is to 
offer something clearly better. More relevant to us than the va ri e ties of dual 
pro cess theories is the way the  whole approach has shaken and in some sense 
shattered psy chol ogy of reasoning. For de cades, the central question of the 
field had been: What is the mechanism by means of which  humans reason? 
“ Mental logic!” argued some psychologists; “ mental models!” argued  others. 
Some still see this as the central question and have offered novel answers, 
drawing on new ideas in logic or in probabilities. But with the dual pro cess 
approach, doubt has been sown.

First  there was the idea that  there are not one but two types of pro cesses at 
work. Then several dual system theorists came to see type 1 pro cesses as car-
ried out by a variety of diff er ent specialized mechanisms. More recently, even 
the homogeneity of type 2 pro cesses has been questioned. The more it is 
recognized that  human inference involves a variety of mechanisms at several 
levels, the less adequate become the labels “dual pro cess” and “dual system 
theory.” Reason and logic have split, and reason itself now seems to be broken 
into pieces. This is both a good end point for one kind of research and a good 
start for another.



II

Understanding Inference

The elephant trunk is a type of nose. However impressive it may be, it 

would not make sense to think of it as the epitome of noses. Similarly, 

reason is one type of inference mechanism; it is neither the best nor the 

model of all  others. To understand reason, we must first understand infer -

ence in general, its diversity, and its powers. In Chapters 3 through 6, we 

show how widespread inference is in  humans and other animals, and we 

look at its basic mechanisms and procedures. Just as the elephant trunk 

does  things that other noses  don’t do, we explain how a category of higher- 

order  human inferential mechanisms (that include reason) happens to 

have a uniquely wide reach.





Animals  don’t think, Descartes had maintained. The eighteenth- century 
Scottish phi los o pher David Hume disagreed. He took it, on the contrary, 
as evident that animals think and are capable of drawing inferences in the 
same way  humans do. He wrote, “Animals, therefore, are not guided in  these 
inferences by reasoning: Neither are  children: Neither are the generality of 
mankind, in their ordinary actions and conclusions: Neither are phi los o-
phers themselves, who, in all the active parts of life, are, in the main, the 
same with the vulgar.” And he added: “Nature must have provided some 
other princi ple, of more ready, and more general use and application; nor 
can an operation of such im mense consequence in life, as that of inferring 
effects from  causes, be trusted to the uncertain pro cess of reasoning and 
argumentation.”1

Reasoning and argumentation had been viewed, not just by Descartes but 
by most phi los o phers, as the path to greater certainty and, moreover, as the 
only method for drawing inferences. Hume, unfazed, described reasoning as 
so unreliable that nature must have provided some other means for performing 
inferences. But if  there are means better than reasoning that, moreover, are “of 
more ready, and more general use and application,” why, then, bother to reason 
at all?

The two words “reasoning” and “inference” are often treated as synonyms. 
What Hume implied was that reasoning is only one way of performing infer-
ences, and not such a reliable way at that. We agree.

3

From Unconscious Inferences to Intuitions
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The Why and the How

What is reasoning? Every body has at least some working knowledge of it: it 
is,  after all, something we all do and do consciously. But it is one  thing to have 
a working knowledge of some mechanism, and another to  really understand 
what exactly it does and how it does it. You know how to swallow, but do you 
know how swallowing works? To understand reasoning (rather than just make 
use of it), one needs, to begin with, an effective way of telling it apart from other 
psychological pro cesses. And this is where the difficulty begins.

In the philosophical and psychological lit er a ture, reasoning is com-
monly defined in two ways, in terms of  either its goal or its pro cess.  These 
two definitions, alas, fail to pick out the same phenomenon: the standard 
characterization of the goal picks out inference in general; the standard char-
acterization of the pro cess picks out reasoning proper.

Why do we reason? The goal of reasoning, so the story goes, is that of 
coming to new conclusions not through mere observation or through the tes-
timony of  others but by drawing  these new conclusions from information 
already available to us.

How do we reason? The pro cess of reasoning consists in attending to rea-
sons for adopting new conclusions.

You hesitate, say, between spending the eve ning at home reading a novel 
and  going to the cinema. You might, at some point, just find yourself reading 
the novel without having deliberated about what to do. Or you might think, 
“ There is no very good film playing to night and the weather is bad; I might 
have to walk back in the rain. On the other hand,  there is this novel that 
Tomoko gave me and that looks  really good . . .” If such was your train of thought, 
then your decision to stay at home involved reasoning (leaving open the 
question of  whether you used reasoning to actually make the decision or 
just to rationalize it).

When we reason, conclusions do not just pop up in our mind as self- 
evident; we arrive at them by considering reasons to accept them. Or, if we 
already accept a given conclusion, we might still engage in reasoning in order 
to find reasons that justify our conclusion, and that should convince  others 
to accept it too. This is quite a rudimentary sketch of the pro cess of reasoning. 
Unlike most approaches, it does not even mention the role of logic in identi-
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fying reasons (which many would claim is essential).  Because it eschews the 
logical framework, it speaks not of premises but, more broadly, of reasons. Still, 
it already raises a  simple question: Is this process— attending to reasons— the 
only way to pursue the goal of extracting new information from information 
that we already possess? And Hume answers with force: Of course not!  After 
all, even animals form expectations about the  future. Their life depends on 
 these expectations being on the  whole correct. Since the  future cannot be 
perceived, it is through inference that animals must form expectations. It is 
quite implausible, however, that, in so  doing, animals attend to reasons.

Are we  humans so diff er ent from other animals? Like them, we cannot per-
ceive the  future but only infer it. Like them, we base much of our everyday 
be hav ior on expectations that we arrive at unreflectively. You play tennis, for 
example, and have to adjust your position to return the ball; you infer the best 
position without reflection, in a fraction of a second. Or you call your  father 
on the phone and, just from his tone of voice, you infer that he is in a bad 
mood. You refrain from telling him that you  won’t be able to come to the next 
 family reunion. You  don’t have to reflect in order to understand your  father’s 
mood, to expect that he might be agitated if told that you  won’t come, and to 
avoid mentioning the issue: all this seems immediately obvious in the situa-
tion and you act accordingly. Just like other animals,  humans are capable of 
forming expectations and drawing vari ous kinds of inferences in a spontaneous 
and unreflective way.

Following Hume’s example, we  will use the term “inference” for the extrac-
tion of new information from information already available, what ever the 
pro cess.2 We  will reserve the term “reasoning” for the par tic u lar pro cess of 
pursuing this goal by attending to reasons.  Humans, we  will argue, cannot 
spend a minute of their waking life without making inferences. On the other 
hand, they can spend hours or even days without ever engaging in reasoning.

As long as attending to reasons was taken—or rather mistaken— for the only 
way of extracting new information from information already available,  there 
was no need or incentive to distinguish “inference” from “reasoning.” It is 
no surprise, then, that the two terms should have been, for so long, used as 
synonyms.

Even  today, many phi los o phers, disagreeing with Hume, want to keep a 
narrow notion of inference as meaning more or less the same  thing as reasoning 
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in the traditional sense. This leaves them with two words, “inference” and 
“reasoning,” for the same  thing and no word for the many forms of inference 
in which reasons play no causal role. Apart from conservatism,  there is no clear 
motivation for such an unhelpful terminological policy.

In some contexts, mind you, treating “inference” and “reasoning” as 
synonyms is innocuous and may even serve a purpose. Psychologists, for in-
stance, often use the word “reasoning” to describe the remarkable inferences 
that animals and infants turn out to be capable of making. Unlike phi los o-
phers who insist on narrowing down the meaning of “inference” to that of 
“reasoning,” what  these comparative and developmental psychologists are 
 doing is broadening the use of “reasoning” to cover all kinds of inference. 
This use of the superior- sounding word “reasoning” expresses well- deserved 
re spect for the intellectual capacities of creatures—animals and infants—who 
had so often been described as quite dumb.

 Here, however, we want to explore the very special place of reasoning among 
other forms of inference. For this, we had better sharply distinguish the two. 
When one looks for inference not just in reasoning but wherever it might 
occur, one sees it occurring everywhere, in lowly animals, in infants, and in 
 human adults even when they are not reasoning at all.

Ants in the Desert

Charles Darwin read Hume’s remarks on animal inference and commented 
in his diary that one should consider “the origin of reason as gradually devel-
oped,” the first hint ever that reason should be approached in an evolutionary 
perspective.3 It took more than a  century for the evolution of  human reason 
to become a serious topic of study, in par tic u lar in the new field of evolu-
tionary psy chol ogy. Well before this, however, Darwin’s ideas inspired the 
study of animal psy chol ogy. In the very pro cess of investigating what distin-
guishes animal species from one another, “comparative psy chol ogy” (as this 
new discipline came to be called) has highlighted what all cognitive systems 
have in common— and, to begin with, the fact that they all perform inferences.

Take desert ants.4 The University of Zu rich biologist Rüdiger Wehner has 
devoted more than thirty years to their study. He explains:
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The salt pans of the Sahara Desert— vast expanses of flat, hot, and dry 
terrain— are inhabited by very few animals. Cataglyphis fortis, a skillful 
and vivacious species of ant, is certainly the most remarkable of  these 
species. It dashes, leaps, and scrambles across the desert surface, and 
sweeps it for widely scattered food particles, mostly carcasses of other 
insects that have succumbed to the stress of the harsh desert environ-
ment. In searching, the ant leaves its underground colony and scavenges 
across the desert floor for distances of more than 200m, winding its way 
in a tortuous search for fodder. Once it has found its bit of food, the ant 
grasps it, turns around, and runs more or less directly back to the starting 
point of its foraging excursion, a tiny hole that leads to its subterranean 
nest [see Figure 7].5

How do  these insects manage, on their way back, to orient themselves in 
precisely the right direction and to stop speeding forward when they are in 
the vicinity of their nest? Wehner and his collaborators have, through many 
careful experiments and observations, shown that ants have in their “naviga-
tional toolkit” a “celestial compass” that allows them to assess their changes 
of direction and an “odometer” that keeps track of the distance covered be-
tween two such changes of direction.  Needless to say, both tasks involve much 
more than mere recording of sensory information.

The celestial compass uses the ants’ sensitivity to the polarization of the 
sun’s light to determine an axis and to rec ord the  angle of each segment of 
the ant’s outbound run relative to this axis. The odometer infers the distance 
covered between two changes of direction on the basis of the number of steps 
used to cover it. Ants’ brains then put together the information inferred by 
their compass and odometer to further infer the direction and the distance 
to their nest. This pro cess of “path integration” is comparable to the tech-
nique of dead reckoning used by sailors and aviators in order to compute the 
position of a ship or an airplane in the absence of landmarks (and, nowadays, 
of GPS input). While  human dead reckoning is a complex intellectual task 
done with the help of mea sur ing instruments, ants’ path integration is 
achieved within their minute brain by means of  these automatic and un-
conscious computations.
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For all its specificity, the desert ants’ case well illustrates three of the basic 
properties of all cognitive systems:

1.  Cognition is first and foremost a means for organisms that can move 
around to react appropriately to risks and opportunities presented by 
their environment. Cognition  didn’t evolve in plants, which stay put, 
but in animals that are capable of locomotion. Cognition without 
locomotion would be wasteful. Locomotion without cognition would 
be fatal. Desert ants in par tic u lar moving out of their nest would, 
without their cognitive skills, quickly fry in the sun.

2.  Cognition involves  going well beyond the information available to the 
senses. All that sensory organs get by way of information, be it in ants or in 
 humans, are changes of energy at thousands or millions of nerve endings. 
To integrate this information, to identify the events in the environment 
that have caused  these sensory stimulations, to respond in an appro-
priate manner to  these events, cognition must, to a large extent, consist 
in drawing inferences about the way  things are, about what to expect, 
and about what to do. Foraging ants draw inferences  every second.

3.  Inferences may be performed by specialized mechanisms that are 
each remarkably good at dealing with just one quite specific task: 
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Figure 7. The trajectory of a desert ant from its nest (N) to food (F) and back.
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inferring distance on the basis of number of steps, inferring angular 
changes of direction on the basis of the position of the sun in the sky, 
inferring a best path back to the nest on the basis of distance and 
direction, and so on.

Ptolemy on a Boat

Do  humans have specialized mechanisms that each deal with one kind of cog-
nitive task? Well, of course they do—to begin with, in perception. That per-
ception is performed by specialized mechanisms— vision, audition, olfaction—
is a truism. What is less immediately obvious, however, is that  these mechanisms 
perform inferences. We experience ordinary perception as a mere registration 
of the way  things are, as a “taking in” of facts rather than as a construction of 
 mental repre sen ta tions. If  there are inferences involved in perception, they are 
typically unconscious.

In cognitive psy chol ogy textbooks, the scholar usually credited with having 
discovered unconscious inference in perception is the nineteenth- century 
German scientist Herman von Helmholtz. The discovery, however, is much 
older. It is the Greco- Roman scientist Ptolemy, who in the second  century 
CE first talked about the role of unconscious inference in vision. He was also 
the first to use perceptual illusions as providing crucial evidence on the 
workings of the mind.6

You may have had the experience of sitting on a train that actually had 
imperceptibly started moving, giving you for a brief instant the impression 
that it was not your train but rather the train on the other side of the platform 
that was in motion.  There  were no trains at the time of Ptolemy, but he 
described a similar illusion on a boat. Suppose, he wrote, “we sail in a boat 
along the shore . . .  and we do not sense the motion of the [boat] carry ing us, 
then we judge the trees and topographical features of the shoreline to be 
moving. The illusion stems from the fact that . . .  we infer that the vis i ble ob-
jects are moving” (emphasis added).

The best explanation of many illusions is that they arise from the inferences 
we automatically draw to make sense of our sensations. In most cases  these 
inferences are correct: when our position relative to objects around us changes, 
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Figure 8. Monsters in a tunnel.

 either we or they are moving. If it seems to us that we are not moving, it is 
reasonable— even if not fail- safe—to infer that they are.

In modern psy chol ogy, illusions provide crucial evidence for studying per-
ception. We saw the remarkable example of Adelson’s checkerboard illusion 
in Chapter 1. Roger Shepard created another striking visual illusion (Figure 8).7 
Look at this image of one monster chasing another in a tunnel. The chaser 
looks bigger than the chased, right? In fact, as you can mea sure yourself, their 
two images are exactly of the same size. They therefore proj ect same- size im-
ages on the ret ina. Why, then, does one look bigger than the other?  Because 
we  don’t just read the size of the object perceived off ret i nal stimulation; 
we automatically use contextual evidence relevant to assessing an object’s dis-
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tance in order to infer its size. In the picture, the images of the two monsters 
are at the same distance from our eyes. Still,  because we spontaneously inter-
pret the picture as representing a three- dimensional scene where the chaser 
is  behind the chased, hence farther away from us, we see him as bigger. It so 
happens that, when we look at this par tic u lar picture, the information we use 
is misleading and our assumptions are false; we are prey to a visual illusion. 
The very fact, however, that this illusion is surprising tells us how confidently, 
in normal conditions, we rely on such unconscious inferences to provide us 
with true perceptions. In most cases, we are right to do so.

The inferential pro cesses involved in perception are typically so fast— their 
duration is mea sured in milliseconds— that we are wholly unaware of them. 
Perception seems to be some kind of immediate and direct access to real ity. 
Inference, which involves both the use of information about  things distant 
in space or time and the risk of error, seems out of place in this direct rela-
tionship. Well,  there is a risk of error in perception; misperceptions and illu-
sions do occur; our perceptions are informed, and sometimes misinformed, 
by previous experience. All this goes to show that our “intuitions” about 
what it is to perceive  shouldn’t be given more authority than, say, our intu-
itions about what it is to digest or to breathe. The conscious intuitions—or 
“introspections”—we have about our  mental and other biological pro cesses 
do not provide a reliable description, let alone an explanation of  these pro-
cesses. Rather,  these intuitions— like all intuitions— are themselves some-
thing to be explained.

Still, you might object, how useful can it be to put together  under a single 
category of “inference” wholly unconscious, superfast pro cesses in percep-
tion and the conscious and slow processes— sometime painfully slow— that 
occur in reasoning?  Isn’t this as contrived as it would be to insist that, say, 
jumping and flying should be studied as two examples of one and the same 
kind of pro cess of “moving in the air”? Actually, this objection  doesn’t work 
too well.  There are fundamental discontinuities between jumping and flying, 
whereas automatic inference in perception and deliberate inference in rea-
soning are at the two ends of a continuum. Between them,  there is a  great 
variety of inferential pro cesses  doing all kinds of jobs. Some are faster, 
some slower; they involve greater or lesser degrees of awareness of the fact that 
some thinking is taking place.
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That all inferential mechanisms stand on a continuum  doesn’t mean 
that they are the same. What it suggests, rather, is that in spite of sharing the 
function of drawing inferences, they may well be quite diff er ent from one 
another. And reasoning? Reasoning is only one of  these many mechanisms.

Inferences We Are Unaware Of

When you see the picture of the two monsters in the tunnel, you do not merely 
register vis i ble features of the scene (which, as we pointed out, already involves 
some inference). You also interpret what you see. For instance, you assume 
that the two monsters are  running (rather than, say, standing still on one foot). 
You assume that one is chasing the other (rather than trying to copy his 
movements). You assume that the chaser has hostile intentions and that the 
chased is afraid. Even though the two  faces are identical, you interpret them 
differently.

Perception may involve some degree of freedom in interpreting what it is 
exactly that we perceive. While we just see one monster bigger than the other 
and we are not that easily persuaded that we are mistaken, we are more willing 
to entertain the idea, rather than one monster chasing the other— our first 
interpretation— that the two monsters might both be chased by a third even 
bigger monster who is off the picture. We came to our first interpretation spon-
taneously, but that this is an interpretation and not a mere registration of fact 
is something of which we can easily be made aware.

Memory, too, involves inference. The expression “stored in memory,” 
evoking as it does a storage place where  things can be safely kept to be taken 
out when needed, turns out to be quite misleading. The British psycholo-
gist Frederick Bartlett published in 1932 a still- influential book, Remem-
bering, where he introduced a now classical distinction between reproductive 
and reconstructive memory.8 If your task is to remember a random list of 
numbers, you learn them by rote and you indeed try to reproduce the list 
when you have to. But this is not at all typical of how memory works most 
of the time. As Bartlett wrote, we should get rid of the notion that “memory 
is primarily or literally reduplicative, or reproductive. In a world of a constantly 
changing environment, literal recall is extraordinarily unimportant.”9 So how 
do we remember?
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Just as the mechanisms of perception are often best revealed by means of 
perceptual illusions, the normal mechanisms of memory are often revealed by 
tricking them into producing false recollections. Brent Strickland and Frank 
Keil, for instance, showed  people short videos of someone kicking or throwing 
a ball.10 In half of the videos, the moment of contact (or release) was omitted. 
Immediately  after each video, participants  were shown a series of still pictures 
and had to indicate  whether the picture had appeared in the video. When the 
 whole sequence of events in the video, and in par tic u lar the movement of the 
ball, had implied that contact must have taken place, a majority of participants 
“remembered” having seen the contact event that actually had not been shown. 
What must have happened is that  people inferentially reconstructed and “re-
membered” the sequence of events that had to have taken place, rather than 
what they had actually seen.

In a similar vein, Michael Miller and Michael Gazzaniga presented to par-
ticipants in an experiment detailed color pictures of characteristic scenes of 
American life such as a grocery store, a barnyard, or a beach scene.11 The orig-
inal pictures contained many typical items. In the beach scene, for instance, 
 there  were a beach ball, beach blankets, beach umbrellas, and the lifeguard’s 
life preserver. The pictures that the participants actually saw  were doctored: 
a pair of such typical objects had been removed (diff er ent pairs for diff er ent 
groups of participants). What Miller and Gazzaniga surmised was that  people 
would “remember” items that they had not actually seen.

Half an hour  after having seen the pictures, participants  were read a list 
of  items and asked  whether  these items had been in the pictures they saw. 
Indeed, they misremembered having seen, say, the umbrella or the life pre-
server, which had been deleted, almost as often as they remembered having 
seen a beach ball and blankets, which had actually been  there. How can 
this be?

In all cases, true and false memory, recall involves inference— inference, for 
instance, about the kicking of a ball that explains its subsequent trajectory, or 
inference about what  there “must have been” in that picture of a beach. Often 
the inference is wholly unconscious and recall seems immediate and effort-
less. Sometimes, however,  there is a hesitation— was  there  really an umbrella 
in the picture?— which gets rapidly resolved one way or another. How? By 
means of inferences that are correct most of the time but not always.
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In perception and memory, inference is always at work. Most of the time, 
we are wholly unaware of its role. It is as if what we perceived was immedi-
ately pres ent to us, and as if what we remember was retrieved just as it had 
been stored. Still, not so rarely, we become aware of having interpreted what 
we see, or of having reconstructed what we remember. Perception and recall 
lose some of their apparent immediacy and transparency. In  these cases, we 
are aware of the fact that our perceiving or our remembering involves some 
intuitive insight.

That inference can be more or less conscious—or is more or less likely 
to become conscious at some point—is even better illustrated by what hap-
pens in verbal comprehension. Suppose that you are sitting in a café and you 
overhear a  woman at the next  table say to the man sitting with her, “It’s 
 water.” You have no prob lem decoding what this ordinary En glish sentence 
means, but still, you  don’t know what the  woman meant. As the phi los o pher 
Paul Grice insisted, sentence meaning and speaker’s meaning are two quite 
diff er ent  things.12

The man may have pointed to a wet spot on his shirt, and she might be 
reassuring him that it is only  water. She may be complaining that her tea 
is too weak by saying hyperbolically, “It’s  water.” It could also be that her 
meaning has nothing to do with the immediate situation; they may have been 
discussing what poses the greatest prob lem to the planet, and she might be 
maintaining that it is the shortage of fresh  water supplies; and so on.

The  woman’s interlocutor, unlike you, understands her meaning. Not, how-
ever,  because of a superior command of En glish. What he has and you  don’t 
is relevant contextual knowledge, knowledge about what they had said before, 
about each other, and about what ever experiences and ideas they happen to 
share. From this contextual knowledge and from the fragmentary indication 
given by the linguistic meaning of the words she used, he is in a position to 
infer what she meant. For instance, if he knows she likes strong tea and sees 
her frown  after having taken a fist sip, he  will as a  matter of course understand 
her to mean that the tea is too weak.

Most of the time, the inferences involved in comprehension are done as if 
effortlessly and without any awareness of the pro cess. It is as if we just picked 
up our interlocutor’s meaning from her words. At times, however, we hesi-
tate. The man in our story may not have known that his companion liked her 
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tea quite strong, and may have gone through a moment of puzzlement before 
grasping her meaning. He would have become aware, then, that he had to infer 
what she intended to convey. Comprehension always involves inference, even 
if, most of the time, we are not aware of it.

Intuitions

Intuitions contrast with ordinary perceptions, which we experience as mere 
recordings of what is out  there without any awareness of the inferential work 
perception involves. In the illusion of the two monsters in a tunnel, for in-
stance, seeing one as bigger than the other feels like a mere registration of a 
fact. On the other hand, interpreting the scene as one monster pursuing the 
other may be experienced as more active understanding. Asked why you be-
lieve one monster to be bigger than the other, you might answer, “I see it.” 
Asked why you believe that one is chasing the other, you might answer, “It 
seems intuitively obvious.”

Similarly, in the verbal exchange at the next  table in the café, if the man in-
terprets the  woman’s statement “It’s  water!” as meaning that the spot on his 
shirt is caused by a drop of  water, it seems to him that he is merely picking 
her meaning from her words. If he furthermore interprets her to imply that, 
since it is merely  water, he  shouldn’t worry, then his understanding of this im-
plicit meaning may well feel like an intuition.

Intuitions also contrast with the conclusions of conscious reasoning where 
we know—or think we know— how and why we arrive at them. Suppose you 
are told that the pictures of the two monsters in the tunnel are actually the 
same size; you mea sure them and verify that such is the case. You then accept 
this unintuitive conclusion with knowledge of your reasons for  doing so. This 
is reasoned knowledge rather than mere intuitive knowledge.

Or the man in the café could reason: “Why is she telling me ‘It’s  water’ with 
such a patronizing tone?  Because she thinks I worry too much. Well, she is 
right— I was worrying about a mere drop of  water! A drop of  water  doesn’t 
 matter. It dries without leaving any trace. I  shouldn’t worry so much.” When 
he comes to the conclusion that he  shouldn’t worry so much, he pays 
 attention to reasons in  favor of this conclusion. Some kind of reasoning is 
involved.
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A  simple first- pass way to define intuitions is to say that they are judgments 
(or decisions, which can also be quite intuitive) that we make and take to be 
justified without knowledge of the reasons that justifies them. Intuition is often 
characterized as “knowing without knowing how one knows.” Our conscious 
train of thought is, to a large extent, a “train of intuitions.” Intuitions play a 
central role in our personal experience and also in the way we think and talk 
about the mind in general, our “folk psy chol ogy.”

A common idea in folk psy chol ogy is that our many and varied intuitions 
are delivered by a general ability itself called “intuition” (in the singular). Intu-
ition is viewed as a talent, a gift that  people have to a greater or lesser degree. 
Some  people are seen as more gifted in this re spect, as having better intuition 
than  others. It is a ste reo type, for instance, that  women are more intuitive than 
men. But is  there  really a general faculty or mechanism of intuition?

Perception is the work not of a single faculty but of several diff er ent per-
ceptual mechanisms: vision, audition, and so on. That much is obvious. Or-
dinary experience, on the other hand,  doesn’t tell us  whether,  behind our 
sundry intuitions,  there is a single general faculty. The idea of intuition as a 
kind of faculty, however,  isn’t supported by any scientific evidence. What 
the evidence suggests, rather, is that our intuitions are delivered by a variety 
of more or less specialized inferential mechanisms.

Say, then, that  there are many inferential mechanisms that deliver intuitions. 
Have  these mechanisms some basic features in common that differentiate them 
from inferential mechanisms of perception on one side, and from reasoning 
on the other side? Actually, intuitive inferences are generally defined by features 
they lack more than by features they possess. This comes out with character-
istic clarity in Daniel Kahneman’s figure of the “three cognitive systems,” 
perception, intuition, and reasoning (the latter two being the two systems of 
dual pro cess and dual system theory) (Figure 9).13

Reasoning, in this picture, is positively defined by properties of the pro-
cess it uses: slow, serial, controlled, and so on. Perception is positively defined 
by properties of the contents it produces: percepts, current stimulation, stim-
ulus bound.

Intuition, on the other hand, is described as using the same kind of 
pro cesses as perception, and producing the same kind of content as rea-
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soning. While it may be handy to classify  under the label “intuition” or intui-
tive inference all inferences that count neither as perception nor as reasoning, 
the category so understood is a residual one, without positive features of its 
own. This should cast doubt on its theoretical significance. Still, this  needn’t 
be the end of the  matter.

If intuitions stand apart at least in folk psy chol ogy, it is not  because they 
are produced by a distinct kind of mechanism— this is something folk psy-
chol ogy knows  little or nothing about— but  because they are experienced in 
a distinctive way. When we have an intuition, we experience it as something 
our mind produced but without having any experience of the pro cess of its 
production. Intuitions, in other terms, even if they are not a basic type of mech-
anism, may well be a distinctive “metacognitive” category.

“Metacognition,” or “cognition about cognition,” refers to the capacity 
 humans have of evaluating their own  mental states.14 When you remember, 
say, where you left your keys, you also have a weaker or stronger feeling of 
knowing where they are. When you infer from your friend Molly’s facial ex-
pression that she is upset, you are more or less confident that you are right. 
Your own cognitive states are the object of a “metacognitive” evaluation, which 
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may take the form  either of a mere metacognitive feeling or, in some cases, of 
an articulated thought about your own thinking.

As the Canadian psychologist Valerie Thompson has convincingly argued, 
intuitions have quite distinctive metacognitive features.15 We want to make 
the even stronger claim that the only distinctive features that intuitions clearly 
have are metacognitive.

Intuitions are experienced as a distinct type of  mental state. The content 
of an intuition is conscious. It would be paradoxical to say, “I have an intu-
ition, but I am unaware of what it is about.”  There is no awareness, on the 
other hand, of the inferential pro cesses that deliver an intuition. Actually, the 
fact that intuitions seem to pop up in consciousness is part of their metacog-
nitive profile. Intuitions are not, however, experienced as mere ideas “in the 
air” or as pure guesses. They come with a sense of metacognitive self- 
confidence that can be more or less compelling: intuitions are experienced as 
weaker or stronger. One has  little or no knowledge of reasons for one’s intu-
itions, but it is taken for granted that  there exist such reasons and that they 
are good enough to justify the intuition, at least to some degree. Intuitions also 
come with a sense of agency or authorship. While we are not the authors of 
our perception, we are, or so we feel, the authors of our intuitions; we may 
even feel proud of them.

So, rather than think of intuitions as  mental repre sen ta tions produced by 
a special type of inferential pro cess called “intuitive inference” or “intuition” 
(in Kahneman’s sense of pro cess rather than product), it makes better sense 
to think of intuitive inferences as inferences, the output of which happens to 
be experienced as intuitions. “Intuitive inference,” in this perspective, stands 
between “unconscious inference” and “conscious inference.”  These infer-
ences are not distinguished from one another by properties of the inferential 
mechanisms involved but by the way the pro cess of inference and its conclu-
sion are or are not metacognized.

The metacognitive experience of having an intuition is sometimes vivid 
and indeed salient, and sometimes  little more than an elusive feeling of 
self- confidence in a judgment or a decision.  There is a continuum from 
wholly unconscious inferences to inferences of which we have some partial 
awareness, and  there is no clear way to draw a boundary on this continuum. Is 
 there, on the other hand, a boundary between intuitions and the conclusions 
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of reasoning? Is it that, in the case of reasoning, not just the conclusion but 
also the pro cess of inference is conscious?  Don’t bet on it yet. In reasoning, 
we  will argue, the opacity of the inferential pro cesses that is typical of intu-
itions is not eliminated; it is merely displaced. The metacognitive properties 
of intuitions  will thus help us look at reasoning in a new perspective.
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Hume was right:  humans and other animals perform inferences all the 
time. But are they, in  doing so, using the same kind of mechanisms? Animals 
are born with instincts, whereas  humans, the old story goes, having few and 
quite limited instincts, compensate with higher intellectual abilities, and 
acquire knowledge and skills through learning. But is this  really an “ either . . .  
or . . .” kind of issue,  either instincts or higher intelligence and learning? Or 
could learning actually rely on specialized inferential mechanisms that may, to 
a variable degree, have some instinctual basis?

Between Instinct and Expertise

Comparative psychologists have shown that many animals, such as songbirds, 
corvids, or apes, acquire complex skills by observing and emulating  others 
or even by discovering on their own new ways of solving prob lems. Develop-
mental psychologists, on their side, have shown that  humans have strong 
evolved dispositions that influence their cognitive pro cesses from birth. To 
mention again just one example, from the day they are born (if not already in 
utero), infants pay special attention to speech sounds and start working on 
acquiring their  mother’s tongue.1 This would already be enough to talk of a 
“language instinct” (an instinct that, Steven Pinker has famously argued, may 
do much more than merely focus infants’ attention on the sounds of speech).2

Bridging the gap between instinct and learning, the ethologist and song-
bird expert Peter Marler suggested that animals have “learning instincts.”3 
Depending on how it is interpreted, the expression might be seen as a con-
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tradiction in terms— what is learned  isn’t instinctive; what is instinctive 
 isn’t learned—or on the contrary as an original way to make a rather trivial 
point: that some animals,  humans in par tic u lar, have a biologically inherited 
disposition to learn. Marler, however, understood the expression he had 
coined in a more specific and in ter est ing way. A learning instinct, as he meant 
it,  isn’t an indiscriminate disposition to learn anything; it is an evolved dispo-
sition to acquire a given type of knowledge, such as songs (for birds) or lan-
guage (for  humans). A learning instinct not only targets a specific learning 
goal, it also provides the instinctive learner with appropriate perceptual and 
inferential mechanisms to extract the right kind of knowledge from the right 
kind of evidence.

Instincts could be seen as “natu ral expertises.” Expertises could be seen 
as “acquired instincts.” What makes Marler’s idea of a “learning instinct” a 
source of insight is that it suggests that, rather than a gap,  there can be a con-
tinuum of cases between wholly evolved instincts at one end and wholly ac-
quired expertises at the other end. Cognitive mechanisms may occupy vari ous 
positions on this continuum. In par tic u lar, when psychologists study a  human 
cognitive mechanism, the question  shouldn’t be: Is it innate or is it acquired? 
It should be: How much and how is the development of this mechanism in 
each individual prepared by evolved capacities and dispositions ( whether 
 these are pres ent at birth or mature  later)? To what extent do some evolved 
learning capacities target specific learning goals? To what extent do other such 
capacities, on the contrary, facilitate learning in several domains that in spite 
of their differences happen to be best understood by using one and the same 
“mode of construal”4 (as when we spontaneously use psychological category 
to learn and think not only about  people but also about groups and organ-
izations)? How do learning instincts take advantage of experience to produce 
mature cognitive mechanisms?

 Faces, Norms, and Written Words

 There has been an ongoing debate on the mechanisms of face recognition. 
The ability to recognize other  people’s  faces plays a major role in  human social 
life. Does this competence result just from a lot of practice starting in infancy, 
a practice strongly motivated by the social benefits of recognizing  others and 
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the costs of failing to do so? Or are  there also evolved predispositions that 
drive the attention of infants to  faces and provide them with an innate “face 
template” and with procedures to exploit sensory input in a way uniquely effi-
cient for pro cessing  faces?

While nobody denies that experience plays an impor tant role in acquiring 
the adult competence in the  matter, much evidence seems to point to the 
existence and essential role of evolved predispositions. A small brain area 
(in the inferior temporal lobe of both hemi spheres) named by the American 
neuropsychologist Nancy Kanwisher the “fusiform face area” is crucially in-
volved in face recognition.5 Lesion to this area results in an inability to recog-
nize  faces. Face recognition has certain features not found (at least to the 
same degree) in the recognition of other visual stimuli of comparable com-
plexity. For instance, face recognition is much less effective when the face is 
upside down, an effect that is much stronger for  faces than for any other kind 
of stimuli. Still, some researchers have put forward evidence and arguments 
to suggest that  there is no special skill dedicated to face recognition. It is just 
that we are much more experienced at visually recognizing  faces than at rec-
ognizing almost anything  else. We have in the  matter, they suggest, an exper-
tise that comes of habit.

It seems to us— but we are not specialists— that the case for an evolved basis 
that guides the individual development of a domain- specific face- recognition 
mechanism is strong and, over the years, has become compelling. Be that as 
it may, our point in evoking this example is not to take a stand on the issue 
but to illustrate how  today, research on specific inferential mechanisms in-
volves finding out where they might fit on a continuum of possibilities from 
specialized cognitive “learning instincts” to a proficiency in using general 
mechanisms to  handle specific types of information based on an expert’s level 
of experience. The very fact that diff er ent answers can be given implies that 
inference is a function that may well be carried out through quite diverse 
mechanisms.

Similar questions arise for types of learning and inference that are less 
closely linked to perceptual recognition and more conceptual in character. Par-
ents, for instance, commonly note how  eager their toddlers are to learn the 
“right way” of  doing vari ous  things and how  eager they are then to show their 
grasp of a norm they have just acquired. This raises a puzzle. When very young 
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 children observe actions performed around them, how are they to distinguish 
 those that exemplify norms from other actions that are socially acceptable but 
neither positively nor negatively sanctioned? Perceptual cues are of very lim-
ited help  here. Teaching of norms, moreover, varies greatly across cultures; it 
is much more often implicit than explicit; it never comes close to being ex-
haustive. So how do very young learners recognize which of the be hav iors they 
observe exemplify norms?

The Hungarian psychologists Gergely Csibra and György Gergely have 
shown that infants are already disposed to treat information addressed to them 
“ostensively”— that is, addressed in an attention- arresting, manifestly inten-
tional way—as information of general relevance in their community. When 
adults ostensively demonstrate some novel be hav ior, infants readily infer that 
such be hav ior exemplifies something like “the way we do  things.”

In a famous study, infants  were shown a dome- shaped  table lamp that could 
be switched on by pressing directly on the dome. This was demonstrated by 
an adult who switches on the lamp by pressing on it not with her hand as 
would have been normal, but with her forehead. When this uncommon action 
has been ostensively demonstrated to them (as if it  were some kind of game 
or ritual), infants readily imitate it. If, on the other hand, infants witness the 
same head- touch action but this time not performed ostensively, then they  don’t 
imitate it; rather, when it is their turn to manipulate the lamp, they switch it on by 
pressing it with their hand. This research6 reveals a disposition to selectively 
imitate actions that  because they have been ostensively demonstrated are 
understood to exemplify the “proper way” to perform them.

Toddlers are able to infer that a way to act is normative from the fact that it 
is ostensively demonstrated. At a  later age, they become able to also use char-
acteristic properties of the action itself to infer its normative character. Psy-
chologists Hannes Rakoczy, Marco Schmidt, Michael Tomasello, and Felix 
Warneken have shown how two-  or three- year- olds spontaneously demon-
strate their newly acquired understanding of a norm by trying to enforce it 
when another individual fails to obey it.7 All this suggests that  there may well 
exist in  humans a quasi- instinctive disposition to identify and acquire social 
norms.

Face recognition and norm- obeying be hav ior are universal features of 
 human social life. It is quite plausible therefore that, in both cases, the 
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cognitive mechanisms involved have been in good part  shaped by biolog-
ical evolution. On the other hand, natu ral se lection is much too slow to have 
evolved the specialized competencies involved in recent practices such 
as surfing or computer programming. Even more ancient cultural skills 
such as reading or chess playing are still much too recent for something like 
a learning instinct to have evolved in order to help with their individual 
acquisition.

 Until recently, reading was a skill possessed by a minority of experts: 
scholars and scribes. Even though reading is now quite widespread, it still is, 
from a cognitive point of view, an expertise, that is, a skill acquired through 
intense practice guided by or ga nized teaching. Such expert skills stand in stark 
contrast to ordinary instincts, which need  little or no learning at all. And yet 
neuropsychological studies of reading have shown that its neural basis is quite 
similar to that of more “instinctive” competencies like face recognition.

The French neuroscientists Stanislas Dehaene and Laurent Cohen have es-
tablished that the recognition of written words in reading recruits a small 
and precise brain area they named the “visual word form area” that is next to 
the fusiform face area in the left hemi sphere of the brain. This area recognizes 
letters and words in the script acquired by the individual in de pen dently of 
 whether they are in upper-  and lowercase, in handwriting or in printing fonts. 
 There is evidence that the same area is involved in blind  people reading in 
Braille with their fin gers. Clearly, the information that this brain mechanism 
extracts is much more abstract than the visual or tactile stimuli from which it 
is inferred.

How can it be that a small brain area, the same across individuals, socie-
ties, and writing systems, should be recruited for reading? Dehaene and Co-
hen’s hypothesis is that the development of a dedicated area in readers is the 
result of a pro cess of “neuronal recycling”:

On the one hand, reading acquisition should “encroach” on par tic u lar 
areas of the cortex— those that possess the appropriate receptive fields 
to recognize the small contrasted shapes that are used as characters, and 
the appropriate connections to send this information to temporal lobe 
language areas. On the other hand, the cultural form of writing systems 
must have evolved in accordance with the brain’s learnability constraints, 
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converging progressively on a small set of symbol shapes that can be op-
timally learned by  these par tic u lar visual areas.8

The visual word form area is situated, as this hypothesis suggests it might 
be, in a zone that includes several mechanisms dedicated to perceptual rec-
ognition of specific kinds of input (including  faces). Moreover, the left hemi-
sphere location is close and well connected to the language areas where, once 
read, written words must be interpreted.

As the cases of face recognition and reading jointly illustrate, both evolved 
and expert cognitive skills exploit quite specific brain areas, and when these 
areas are injured,  these skills are impaired. In impor tant re spects, evolved and 
expert skills work in a similar manner: much of their operations are fast, quasi- 
automatic, and tailored to their specific task. Evolved and expert mechanisms 
are remarkably efficient in their specific domain of competence. When  these 
mechanisms are presented with inputs that do not belong to their proper 
domain but that nevertheless stimulate them (the way a pattern in a cloud or 
a smiley may stimulate face recognition), then their per for mance may be poor 
or result in “cognitive illusions.”

Modules

All  these mechanisms on the instinct- expertise continuum are what in biology 
(or in engineering) might typically be called modules: they are autonomous 
mechanisms with a history, a function, and procedures appropriate to this 
function. They should be viewed as components of larger systems to which 
they each make a distinct contribution. Conversely, the capacities of a mod-
ular system cannot be well explained without identifying its modular compo-
nents and the way they work together.

The biological notion of a module is a broad one. It allows for big and small 
modules, for sub-  and sub- submodules (such as the vari ous components of 
the visual system), and for teams of modules that are themselves modular (such 
as the combination of ner vous system submechanisms and features of the 
 human hand that permits both the “power grip” and the “precision grip”). 
The  whole brain is a biological module, and so is a single neuron. A biolog-
ical module may be an anatomical feature of all the members of a species such 
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as the elephant’s proboscis, or a be hav ior such as rumination in cows. A bio-
logical module may also be an anatomical trait or a behavioral disposition that 
manifests itself only in certain environmental circumstances such as a callus 
growing on skin exposed to friction or the collective be hav ior known as stam-
pede in herd animals.

 There are deep reasons why organisms are, to a large extent, modular sys-
tems, that is, articulations of relatively autonomous mechanisms that may have 
distinct evolutionary and developmental trajectories. Individual modules are 
each relatively rigid, but the articulation of diff er ent modules provides com-
plex organisms with adaptive flexibility. Could a nonmodular organism achieve 
a comparable kind of flexibility? It is not quite clear how. Modular systems, 
moreover, are more likely to overcome a local malfunction or to adjust to a 
changing environment. Most importantly, modular systems have a greater— 
some have argued a unique— ability to evolve.9

In psy chol ogy, the mind had long been viewed as a unitary general intelli-
gence with an integrated memory, and connected to the world through vari ous 
sensory and motor organs.  Today, evidence and arguments from neuroscience, 
developmental psy chol ogy, and evolutionary psy chol ogy has favored a view 
of the mind as an articulation of a much greater variety of autonomous mech-
anisms. Identifying and describing  these mechanisms have become a central 
task of cognitive science.

In philosophy of mind and in psy chol ogy, however, talk of modules or of 
modularity is, for historical reasons, controversial. The notion that the mind 
might include several autonomous modules was famously defended by the 
phi los o pher Jerry Fodor in his groundbreaking 1983 book The Modularity 
of Mind.10 Fodor argued that the mind’s input systems (perception and lan-
guage) are modular, while its central pro cesses, reasoning in par tic u lar, are 
not. His stringent and, in retrospect, somewhat arbitrary definition of a module 
and his ideas about the limited modularity of the mind  were a source of in-
spiration but also of endless polemics. To avoid  these polemics, a number of 
psychologists have resorted to talking of “mechanisms” or, like Stanislas 
Dehaene, of “pro cessors.” The terminological price they pay in giving up 
“module” is that they thereby forsake the use of “modular,” “modularization,” 
and “modularity,” notions that are useful in asking, for instance, how mod-
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ular is a given mechanism,  under what conditions an explic itly taught skill may 
modularize, or what is the role of modularity in evolution.

 Here, we are wholly eschewing the somewhat stale debates raised by the 
idiosyncratic Fodorian notion of modularity by simply defining cognitive 
modules as biological modules having a cognitive function. The notion of a 
biological module and that of a cognitive function are understood, if not 
perfectly, at least well enough to allow us to combine the two and move ahead. 
Contrary to a common misinterpretation of the idea of biological modularity, 
this does not imply that cognitive modules must be “innate.” Reading, we 
saw, is a perfect illustration of a cognitive module realized in brain tissues, the 
biologically evolved properties of which lent themselves to being recycled 
for a novel, culturally evolved function.

Another common misinterpretation of modularity is to assume that a 
modular mind must be quite rigid. It makes no sense to compare the relative 
rigidity of individual modules to the flexibility of cognitive systems as a 
 whole (or to the plasticity of the brain as a  whole). In biology, flexibility and 
plasticity are typically explained in terms of a modular organ ization. This, we 
suggest, should also be the case in psy chol ogy.

We acknowledge that, given the way research is fast progressing in the do-
main and how much remains to be done, our current understanding of the 
organ ization of the  human mind is likely to improve and change considerably 
in the near  future. The idea that the mind consists in an articulation of mod-
ules provides, when properly understood, a challenging working hypothesis 
to contribute to this improvement.11 To move ahead, it is crucial to improve 
our grasp not just of what inferential modules do but of how they do it. How 
can individually fairly dumb micromodules combine into smarter but still 
quite limited larger modules that jointly provide for the kind of superior in-
telligence that we  humans feel confident in attributing to ourselves?



A large army moving as a unit ignores, when it can, irregularities of the ter-
rain, or  else it treats them as obstacles to be overcome. Autonomous guerrilla 
groups, on the other hand, approach such local features as opportunities and 
try, when pos si ble, to use them to their advantage. Steering a motorboat in-
volves making minor adjustments to take into account the effect of winds on 
the boat’s course. Sailing, on the other hand, involves treating winds and wind 
changes as opportunities to be exploited. The general contrast is clear: sim-
ilar goals may be achieved sometimes by planning a course of action and using 
enough power to be able to stick to it, and sometimes by exploiting opportu-
nities along the way and moving forward in a more frugal manner.

The classical view of inference assumes a power ful logic engine that, what-
ever the peculiarities of the task at hand, steers the mind on a straight and 
principled path. The view we  favor is that inference, and cognition more gen-
erally, are achieved by a co ali tion of relatively autonomous modules that have 
evolved in the species and that develop in individuals so as to solve prob lems 
and exploit opportunities as they appear. Just as guerrilla warfare or sailing, 
cognition is opportunistic.

Without Darwin’s idea of evolution by natu ral se lection— the paradigm of 
an opportunistic process— would the idea that  mental pro cesses are oppor-
tunistic ever have emerged? The fact is that it emerged only when Darwin’s 
ideas started influencing psy chol ogy.

Still, already well before Darwin, the discovery of unconscious inference 
presented a challenge to the classical view of the mind as unitary and princi-
pled. The first to properly understand and address the challenge was the Arab 
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scientist Ibn Al- Haytham (also known as Alhacen), born in Basra in 965 CE, 
who took up the study of unconscious inference in visual perception where 
Ptolemy had left it eight centuries before and who developed it much further.1

Ibn Al- Haytham’s Conjecture

How does unconscious inference proceed? Ibn Al- Haytham wondered. Does 
it use the same method as conscious inference? At first sight,  there is  little in 
common between the immediate and automatic inferences involved in, say, 
perception and the deliberate and often painstakingly slow inferences of con-
scious reasoning. Ibn Al- Haytham realized that  there is, as we have argued in 
Chapter 4, a continuum of cases between conscious and unconscious infer-
ence. He conjectured that in spite of their apparent differences, conscious and 
unconscious inference make use of the same tools. What tools? Aristotelian 
syllogisms, he thought. In his days,  there  were no real alternatives.

 Today,  there are several quite diff er ent accounts of how inference may 
proceed.  There are many diff er ent systems of logic. In psy chol ogy,  there are 
several “ mental logic” accounts, and  there is the theory developed by Johnson- 
Laird and Byrne that all genuine inference is achieved by constructing and 
manipulating  mental models. Probabilistic models of inference—in par tic-
u lar,  those based on the ideas of the eighteenth- century En glish cleric and 
scholar Thomas Bayes—have recently inspired much novel research.2 It could 
be that several of  these approaches each provide a good account of some spe-
cific type of inference while none of them offer an adequate account of inference 
in general. Most proponents of  these approaches, however, tend to agree with 
Ibn Al- Haytham that  there must exist one general method that guides inference 
in all its forms. They disagree with him and among themselves as to what this 
true method might be.

Assuming that all inferences use the same general method, whichever it 
might be, raises, Ibn Al- Haytham realized, a deep puzzle. How can it be that 
one and the same method is sometimes deployed in a slow and effortful 
manner, and sometimes without any conscious expenditure of time or effort? 
Why not use the fast mode all of the time? His answer was that all inferences 
must initially be performed through conscious and effortful reasoning. Some 
of  these inferences, having been done again and again, cease to pres ent any 
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difficulty; they can be performed so fast that one  isn’t even aware of them. So, 
he argued, degrees of consciousness do not correspond to diff er ent types of 
inference but only to diff er ent levels of difficulty, with the most routine infer-
ences being the easiest and least conscious. From sophisticated reasoning on 
philosophical issues (a rare occurrence) down to automatic inference in per-
ceiving relative size (that occurs all the time), all inference proceeds, Ibn Al- 
Haytham maintained, in one and the same way.

Arguing that, initially, all inferences are conscious and that some of them 
become unconscious by the force of habit is quite ingenious, but is it true? 
Most prob ably not, since it entails blatantly wrong predictions. If fast and 
unconscious inferences  were so  because they have become wholly routin-
ized, one should, for instance, expect infants to draw inferences in a slow 
and conscious manner. They should reach the automaticity of routine only 
at a  later age and through extended practice. Developmental psychologists 
have shown, however, that infants perform automatically a variety of ordinary 
inferences, years before they start engaging in deliberate, conscious rea-
soning, contrary to what Ibn Al- Haytham’s explanation would lead us to 
predict.

 Here is one example among many. Psychologists Amy Needham and Renée 
Baillargeon showed 4.5- month- old infants  either a pos si ble or an impossible 
event (see Figure 10).3 In the “pos si ble event” condition, infants saw a hand 
put a box on a platform. In the “impossible event” condition, they saw the 
hand release the box beyond the platform in midair. In both cases, the box 
stayed where the hand had released it. Infants looked longer at the impossible 
event of the box staying in midair without falling. This difference in looking 
time provides good evidence that the infants expected the box to fall, just as 
adults would have.

Let’s assume with Ibn Al- Haytham that all inferences are made by following 
a logical schema. One should, then, conclude that infants had expected the 
unsupported box to fall  because they had performed something like the fol-
lowing conditional syllogism:

Premises: 1. If an object is unsupported, it  will fall.
  2. The object is unsupported.
Conclusion: The object  will fall.
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One should expect, moreover, infants to make this inference in a slow, ef-
fortful, and conscious manner ( until, with age and experience, it happens 
so fast as to be unconscious). This is not, however, what psychologists 
observe.

The evidence shows that experience does  matter, but not in the way Ibn 
Al- Haytham might have predicted. At 4.5 months of age, infants  don’t pay at-
tention to the amount of support the box gets. Even if only 15  percent of its 
bottom surface is supported by the platform, they expect it to remain stable. 
By 6.5 months of age, they have learned better and expect the box to fall when 
it is not sufficiently supported.4  There is no evidence or argument, however, 
that this progression from the age of 4.5 to that of 6.5 months is achieved 
through slow, conscious, effortful reasoning becoming progressively routin-
ized. What is much more plausible is that infants, using procedures that are 
adjusted to the task, automatically and unconsciously extract statistical regu-
larities in a way that ends up enriching the procedures themselves.

With all the extraordinary work done in the past fifty years on infant cog-
nition, it is no longer controversial that babies are able to take account of basic 
properties of physical objects in their inferences and to do so with increasing 
competence. What is dubious is the idea that in expecting an unsupported 

Figure 10. 4.5- month- old infants shown the physically impossible event are surprised.
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object to fall, infants actually make use of a general conditional premise about 
the fall of objects. Do infants  really have such general knowledge? Do they, 
between 4.5 and 6.5 months of age, correct this knowledge by representing 
the amount of support an object needs not to fall? For Ibn Al- Haytham and 
many modern authors, the answer would have had to be yes: an inference must 
be based on a logical schema and on mentally represented premises. No logic, 
no inference.

If Ibn Al- Haytham had been right that, without logic,  there can be no 
inference,  shouldn’t this claim be true not just of  human but also of animal 
inference? The phi los o pher Jerry Fodor has argued it is: “Darwinian se-
lection guarantees that organisms  either know the ele ments of logic or be-
come posthumous.”5

Well,  there is another way.

Repre sen ta tions and Procedures

All inference,  whether made by ants,  humans, or robots, involves repre sen ta-
tions and procedures. This distinction has played an impor tant role in 
the development of artificial intelligence ( under labels such as “data” versus 
“procedures” or “declarative” versus “procedural”).6 It is also highly relevant 
to our understanding of the evolution of the modular mind.

A word, first, about “repre sen ta tion,” a notion that  causes a lot of confu-
sion. It is quite common to understand the notion of a repre sen ta tion on the 
model of an image or of a verbal statement. Pictures and utterances are familiar 
objects in our environment, which we produce and use to communicate with 
one another. We also use them as cognitive tools. We use written numerals 
to calculate; maps to plan a trip; shopping lists as external memory props; 
and so on.

Unlike pictures and spoken or written utterances, however, most of the 
repre sen ta tions we use are located not in our environment but in our brains; 
we use them not to communicate with  others but to pro cess information on 
our own. All the same, it is tempting to assume that  mental repre sen ta tions 
are somehow structured like pictures or like utterances.  Don’t we,  after all, 
have  mental images?  Don’t we silently talk to ourselves in our mind?  Couldn’t 
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all of our thinking be done with a mixture of images and inner speech? Such 
considerations, however, fall quite short of demonstrating that all or even most 
of our  mental repre sen ta tions must be structured like public repre sen ta tions 
or, for that  matter, must be structured at all.

So, you might ask, what  else could repre sen ta tions be?
Repre sen ta tions, as we  will use the term,7 are material  things, such as acti-

vation of groups of neurons in a brain, magnetic patterns in an electronic 
storage medium, or ink patterns on a piece of paper. They can be inside an 
organism or in its environment. What makes such a material  thing a repre-
sen ta tion is not its location, its shape, or its structure; it is its function. A repre-
sen ta tion has the function of providing an organism (or, more generally, any 
information- processing device) with information about some state of affairs. 
The information provided may be about  actual or about desirable states of 
affairs, that is, about facts or about goals.

As a very  simple example, consider motion detectors used in alarm systems. 
Better- quality motion detectors use si mul ta neously two types of sensors, such 
as (1) a micro wave sensor that emits micro waves and detects, in the reflected 
waves, changes typically caused by moving bodies, and (2) an infrared sensor 
that detects radiations emitted by a warm body. The joint use of two types of 
sensors lowers the risk of false alarms. When activated, each of the sensors 
emits an electric signal that has the function of informing the next device in 
the system that a sensor- activating event has happened. This next device is the 
same for both sensors and is known as an “AND- gate” (Figure 11). Its function 
is inferential: when it is informed by two electric inputs that both the first 
and the second sensor are being activated, it triggers an acoustic signal. This 
signal informs  human agents that the probability of an intrusion has reached 
a threshold such that action is called for.

Although they are neither picture- like nor statement- like and although they 
need no internal structure to perform their function, the electric signals of the 
two sensors that serve as inputs to the AND- gate and the acoustic signal that 
is the output of the AND- gate have the function of providing an electronic 
device or a  human agent with information about a specific type of occurrence, 
and can therefore be described as “repre sen ta tions” in the sense in which we 
use the term.



82 Understanding Inference

Of course, the  whole pro cess could be described in physical terms, without 
talk of information, function, or repre sen ta tion. Still, to understand why  people 
build, sell, and buy motion detectors,  going beyond a purely physical account 
and describing what the device does in terms of information and function is 
perspicuous.  Here, we exploit the case of motion detectors to introduce in 
the simplest pos si ble way the notion of repre sen ta tion, which we need to tell 
our story. Our use of “repre sen ta tion” is quite pragmatic:8 we know of no sen-
sible way to talk about inference and reasoning without using some such no-
tion ( whether one uses the term or not).

Inferential procedures apply to repre sen ta tions. They take repre sen ta tions 
as input and may erase or modify them, or they may produce new ones (as does 
the AND- gate of a motion detector when it gets the proper pair of inputs). 
Just as repre sen ta tions are defined by their function, so are inferential proce-
dures. What makes a procedure inferential is that it has the function of making 
more information available for pro cessing, or of making information that 
is already available more reliable. An inferential procedure may, for instance, 
erase a repre sen ta tion when new evidence implies it was a misrepre sen ta tion; 
it may modify a repre sen ta tion in order to correct or update it; it may produce 
new repre sen ta tions that follow from other repre sen ta tions already available; 
it may increase or decrease the cognitive system’s reliance on a repre sen ta tion. 
A successful inferential procedure results in richer or more reliable relevant 
information.

Cognitive procedures are implemented in  mental modules (in the way 
programs can be implemented in computers or apps in smartphones). Very 
 simple procedures, like reflexes, may implement a single procedure, whereas 
more complex modules may implement and combine several of them (and 
modules with submodules may articulate many procedures).

SENSOR 1

SENSOR 2

ALARMAND-GATE

Figure 11. The AND- gate used in a dual- technology motion detector.



Cognitive Opportunism 83

A  mental module implements and uses one or several procedures ( just 
as an electronic device implements and uses programs or a smartphone 
implements and uses apps). A module, through its connections with other 
modules, feeds its procedures with the kind of input they are equipped 
to pro cess. In order to pro cess their input, procedures may need to have 
access to some special data. The procedures used by a reading module, 
for instance, need information about the shape of letters. Such data are 
made available to the procedures by the module, which may store it 
in  a  proprietary database or be able to request it from other modules. 
Modules make their output available to other modules to which they are 
connected.9

In the brain of the desert ant, for example, the odometer and the compass 
feed their output to an integrative module that computes and updates a repre-
sen ta tion of the direction and the distance at which the ant’s nest is located, 
a repre sen ta tion that in turn is used by a motor control module to direct the 
ant’s movements on its way back.

Several modules may pro cess the same inputs but submit them to diff er ent 
procedures. A main benefit of having a modular system with many modules 
working mostly in parallel is to si mul ta neously achieve a plurality of outcomes. 
This,  after all, is the kind of inferential ability an animal would need to mon-
itor its complex environment and to detect in time diff er ent threats and 
opportunities.

In the history of philosophy and psy chol ogy, the focus has been on 
conscious reasoning and the explicit procedures that it uses sequentially, in 
the slow and concentrated manner of a scholar— picture a gentleman of lei-
sure with scholarly interests, living a well- ordered life, having entrusted the 
daily chores and vicissitudes of daily life to servants and womenfolk. When, 
starting with Ibn Al- Haytham, scholars paid attention to the mechanisms of 
unconscious inference as it occurs, for instance, in visual perception, they 
generally assumed that the procedures involved  were identical or quite 
similar to  those involved in their own conscious reasoning and that they op-
erated on statements or statement- like repre sen ta tions. This, however, is nei-
ther a necessary truth nor an empirically well- supported hypothesis. What 
had been a daring conjecture in the work of Ibn Al- Haytham has become an 
old dogma.
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Beyond the Dogma

For a long time, the dogma that all inference, conscious or unconscious, uses 
the same Aristotelian logical procedures and applies them to statement- like 
repre sen ta tions profited from a lack of alternatives. How  else could inference 
proceed?  Until recently, this would have been a mere rhetorical question, but 
not anymore. The dogma has been undermined both by formal and by em-
pirical research.

On the formal side, the progressive emergence of the theory of probabili-
ties since the seventeenth  century as well as the growth and diversification of 
modern logic since the nineteenth  century have rendered the Aristotelian 
model of inference obsolete. The effect of  these formal developments, how-
ever, has hardly been to question the idea that inference must be based on the 
same small repertoire of general procedures across domains; it has been rather 
to open a debate on what  these general procedures might be.

On the empirical side, work on cognition, its evolution, its diversity across 
species, its development in  children, and its implementation in the brain, as 
well as advances in artificial intelligence and mathematical modeling of cog-
nitive and brain pro cesses, has demonstrated that inference can proceed in 
many diff er ent ways. A  great variety of procedures may be involved, many of 
them specialized in extracting information from one specific empirical domain 
or in performing just one specific type of inferential task. Some of  these 
procedures have  little in common over and above their being inferential. 
What ever their differences, they are all procedures that find in the information 
already available a basis to revise or expand it.

 There may well exist impor tant commonalities across some procedures. 
Transitive inference (of the type “A is bigger than B; B is bigger than C; there-
fore A is bigger than C”) is, for instance, relevant in a variety of domains, from 
the physical to the social. It is quite plausible also that a  great many inferen-
tial procedures are in the same business of updating probabilities of  future 
events— making and revising probabilistic predictions, if you prefer— while 
 doing so each in a way fine- tuned to the regularities of its specific domain.10

Some extremely specialized inferential modules are  little more than cogni-
tive reflexes. The Rus sian psychologist Pavlov famously conditioned dogs to 
salivate at the ring of a bell that, in the dogs’ experience, had been repeatedly 
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followed by food. The study of such conditioned reflexes played a major role 
in the development of behaviorism, an approach to psy chol ogy that denied 
or at least ignored  mental states. From a postbehaviorist, cognitive perspec-
tive, the conditioned reflex of Pavlov’s dogs is both cognitive and behavioral.11 
It  causes the dog to expect food—a cognitive response— and to salivate—a 
behavioral response.

 Here is what, presumably, is not happening in the dog’s mind.  There is no 
general inferential procedure, no Aristotelian syllogism, which uses as prem-
ises two statement- like repre sen ta tions pres ent in the dog’s mind and that we 
could paraphrase as “If the bell is ringing, food is coming” and “The bell 
is ringing.”  There is no “if . . .  then . . .” major premise in the dog’s mind to 
which a modus ponens rule of conditional inference could be applied. Rather, 
Pavlov’s conditioning has produced in the dog a wholly specialized module 
that exploits this bell– food regularity but  doesn’t represent it.

What gets represented in the dog’s mind each and  every time the bell rings 
is the event of the bell ringing. This repre sen ta tion informs the dog’s cogni-
tive system and, more specifically, the conditioned reflex module of the fact 
that the bell has been ringing, thus launching the procedure. This module has 
just one cognitive effect, which is that it produces an expectation of food, and 
one behavioral effect, which is salivating. In a cognitivist perspective, this is 
an inferential module all the same: its job is to derive a relevant conclusion 
(that food is coming) from an observation (that the bell is ringing). This re-
flex inference is cognitively sound as long as the bell– food regularity is main-
tained in the environment.

About events in a wholly chaotic world, no relevant inference could ever 
be drawn. Logic would be pointless. Probabilities would be of no help. What 
makes relevant inferences pos si ble—be they  those of a physicist or  those of a 
dog—is the existence in the world of dependable regularities. Some regulari-
ties, like the laws of physics, are quite general.  Others, like the bell– food reg-
ularity in Pavlov’s lab, are quite transient and local. It is  these regularities—
the general and the local ones—that allow us, nonhuman and  human animals, 
to make sense of our sensory stimulation and of past information we have 
stored. It allows us, most importantly, to form expectations on what may 
happen next and to act appropriately. No regularities, no inference. No infer-
ence, no action.
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Animals, including  humans, have evolved to take advantage of regulari-
ties in their environment. They have not evolved to attend to all regularities 
or to regularities in general. Attempting to do so would be an absurd waste 
of time and energy. Rather, animals take into account only regularities that, 
sometimes directly and more often indirectly,  matter to their reproductive 
success.

Animals that move around exploit, to begin with, physical features of their 
environment that can help or hinder their locomotion. Foraging animals ex-
ploit regularities relevant to their finding food. Preys exploit regularities in the 
be hav ior of their predators; predators, in that of their preys. Sexually repro-
ducing animals exploit regularities in the be hav ior of potential mates. Mem-
bers of social species exploit regularities in the be hav ior of conspecifics. And 
so on. Even  humans, whose curiosity may seem boundless and who hoard 
vast amounts of information that may never turn out to be of any use, ignore 
many regularities in their environment. You are likely, for instance, to be aware 
of more regularities in the be hav ior of mosquitoes than in that of dust bun-
nies even if  there are more dust bunnies than mosquitoes near you. If you  were 
immune to mosquito bites and allergic to dust bunnies, it might be the other 
way around.

The fact that relevant inferences must exploit empirical regularities is, of 
course, compatible with the classical approach to inference. The classical 
method relies on formal procedures, or general inference rules, that apply to 
repre sen ta tions. The way to exploit empirical regularities in this framework 
is to represent them and to use  these repre sen ta tions of regularities as major 
premises in inferences. “If . . .  then . . .” statements (such as “If it is a snake, 
it is dangerous”) have a  simple format for representing many regularities and 
for combining  these general repre sen ta tions with repre sen ta tions of par tic u lar 
facts (such as “It is a snake”). From such a combination of general and par-
tic u lar (or major and minor) premises, formal rules may derive relevant con-
clusions (for instance, a so- called modus ponens rule would derive, “it is 
dangerous”). Alternatively, not just some but all regularities can be repre-
sented in probabilistic terms, and rules of probabilistic inferences can then 
be applied to  these repre sen ta tions.

Exploiting a large database of repre sen ta tions of regularities and of par tic-
u lar facts by means of a small set of formal inference rules makes for a formally 
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power ful inferential system. Arguably, anything that can be inferred at all can 
be inferred in that way.  Don’t assume, however, that such power and gener-
ality make for an optimal—or even a superior— inferential system, one that 
natu ral se lection should have favored.

The alternative to drawing inferences by means of logical or probabilistic 
methods working across the board in the same way is to use many special-
ized modules, each taking advantage of a given regularity by means of a 
procedure adjusted to the task.12 This is what presumably happens, for in-
stance, in species that have an automatic fear of snakes ( whether innate or 
acquired). A specialized inferential procedure takes as input the perception 
of a snake in the environment and produces as output a fear response (with 
its cognitive and behavioral aspects). Such a procedure relies neither on a 
premise describing the regularity that snakes are dangerous nor on a formal rule 
of conditional inference. It directly produces the right response when a snake 
has been detected, and other wise it does nothing.

Procedures that exploit a regularity  don’t appear in evolution or in cogni-
tive development by magic. They are biological or cognitive adaptations to 
the existence and relevance of the regularity they exploit. They contain, in that 
sense, information about the regularity ( just as a key contains information 
about the lock it opens, or antibodies contain information about the antigens 
they neutralize).

What, then, is the difference between the repre sen ta tion of a regularity and 
a procedure that directly exploits it if both the repre sen ta tion and the proce-
dure somehow contain information about the regularity?  Here is the answer. 
The repre sen ta tion of a regularity  doesn’t do anything by itself, but it provides 
a premise that may be exploited by a variety of inferential procedures. A ded-
icated procedure does something: given an appropriate input, it produces an 
inferential output. What a dedicated procedure does not do is make the in-
formation it exploits available for other procedures. So, for instance, if 
you have two repre sen ta tions, “If it’s a snake, it is dangerous” and “If it is a 
scorpion, it is dangerous,” then formal rules may allow you to infer “Snakes 
and scorpions are dangerous” or “ There are at least two species of dangerous 
animals.” On the other hand, you might have two danger- detecting proce-
dures, one for snakes and the other for scorpions, and be unable to put the 
two together and make such  simple inferences.
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Note that a cognitive system can contain the same information twice: in a 
procedure that directly exploits the information, and in a repre sen ta tion that 
serves as a premise for other kinds of procedures— you may have both a reflex 
fear of snakes and the knowledge that snakes are dangerous.

Which of the two methods, exploiting regularities through specific pro-
cedures or through repre sen ta tions, is better? So put, the question is mean-
ingless. What is better depends on costs and benefits that may vary across 
organisms, environment, situations, and purposes. When the purpose of 
an organism is to avoid being harmed by snakes, then a fast, reflex- like spe-
cialized module is likely to be the best option. When its purpose is to gain 
general knowledge about snakes, general statement- like repre sen ta tions and 
more formal argument patterns might be the way to go.

 There is no evidence that other animals are interested in any form of gen-
eral knowledge (but let’s keep an open mind about the possibility). In the case 
of  humans, all of them are definitely interested in not being harmed by snakes 
(and in other types of specific knowledge with practical import), and most 
are also interested in some general knowledge about snakes without imme-
diate concern for its practical import. They want not just to exploit regulari-
ties but also to represent them. Does this means that  humans are better off 
using just the classical method? Or both methods? Or is, as we  will suggest, 
something merely resembling the classical method itself modularized in the 
 human cognitive system?

 There are many relevant arguments in the controversies about modularity 
purporting to show that  human inference is basically classical or basically 
modular. While we are more swayed by arguments in  favor of a modular view 
(and have contributed arguments of our own),13 we strongly feel that the de-
bate suffers by pitting one against another mere sketches of two alternative 
accounts.

The classical approach has been around a much longer time and, as a re-
sult, it is much more developed both from a formal and from an experimental 
point of view. What remains quite sketchy, not to say problematic, however, 
in the classical picture is the way it explains or fails to explain how  human 
reasoning may have evolved in the history of species, how it develops in indi-
viduals, how it succeeds in producing just the inferences that are relevant in 
a given situation rather than starting to produce all the mostly irrelevant in-
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ferences it is capable of producing. (This is the so- called frame- problem that 
 doesn’t arise, or at least not to the same degree in a modular system.) What 
remains sketchy at best is also the way the classical picture tries to explain why 
 people who reason from the same premises commonly arrive at divergent or 
even contradictory conclusions.

The way we aim  here to contribute to the debate is not by rehashing it but 
by fleshing out the modular picture and in par tic u lar by explaining how  human 
reason fits into it.



Is the mind  really just an articulation of many modules? Animal minds, per-
haps, but, critics argue, surely not the  human mind! Animal inferences might 
be exclusively performed by modules that exploit regularities without ever 
representing them.  Humans, on the other hand, are capable not just of 
exploiting but also of representing many empirical regularities. Regularities in 
the world  aren’t just something  humans take advantage of, as do other animals; 
they are also something that  humans think and talk about.  Humans, moreover, 
are capable of consciously using repre sen ta tions of empirical regularities to 
discover even more general regularities. We are not disputing this. How could 
we?  After all, it is by exercising this capacity that we scientists make a living.

More generally,  doesn’t the very existence of reasoning demonstrate that 
 humans are capable of  going well beyond module- based intuitive inference? 
 Doesn’t reason stand apart, above all, from  these specialized inference mod-
ules?  Don’t be so sure. Reasoning, we  will argue, is a form of intuitive 
inference.

The classical contrast between intuition and reasoning  isn’t better justified 
than the old hackneyed contrast between animals and  humans beings (and 
its invocation of reason as something  humans possess and beasts  don’t). To 
contrast  humans not with other animals but simply with animals is to deprive 
oneself of a fundamental resource to understand what it is to be  human and 
how indeed  humans stand out among other animals. Similarly, to contrast 
reason with intuitive inference in general rather than with other forms of in-
tuitive inference is to deprive oneself of the means to understand how and why 
 humans reason.

6

Metarepre sen ta tions
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Folk Ontology

If reason is based on intuitive inference, what, you may ask, are the intuitions 
about? The answer we  will develop in Chapters 7, 8, and 9 is that intuitions 
involved in the use of reason are intuitions about reasons. But first, we need 
to set the stage.

Intuitions about reasons belong to a wider category: intuitions about repre-
sen ta tions. The ability to represent repre sen ta tions with ease and to draw a 
variety of intuitive inferences about them may well be the most original and 
characteristic features of the  human mind. In this chapter, we look at  these 
intuitions about repre sen ta tions.

 Humans have a very rich “folk ontology.” That is, they recognize and dis-
tinguish many diff er ent basic kinds of  things in the world, and they do so in-
tuitively, as a  matter of common sense. Folk ontology contrasts with scientific 
ontology, much of which is neither intuitive nor commonsensical at all. As 
 humans grow up, their folk ontology is enriched and modified  under the in-
fluence of both direct experience and cultural inputs. It may even be influ-
enced by scientific or philosophical theories. Still, the most basic ontological 
distinctions  humans make are common to all cultures (and some of  these dis-
tinctions are, no doubt, also made by other animals).

Everywhere,  humans recognize inanimate physical objects like rocks and 
animate objects like birds; substances like  water and flesh; physical qualities like 
color and weight; events like storms and births; actions like eating and  running; 
moral qualities like courage and patience; abstract properties like quantity or 
similarity. Typically,  humans have distinct intuitions about the vari ous kinds 
of  things they distinguish in their folk ontologies. This suggests— and  there 
is ample supporting evidence— that they have distinct inferential mecha-
nisms that to some extent correspond to diff er ent ontological categories.1

Modules may evolve or develop, we have argued, when  there is a regularity 
to be exploited in inference— and,  needless to say, when it is adaptive to exploit 
it. Many of  these regularities correspond to ontological categories. For in-
stance, animate and inanimate objects move in quite diff er ent ways, and their 
movements typically pres ent  humans and other animals with very diff er ent 
risks and opportunities.  There is a corresponding evolved capacity to recog-
nize  these two types of movements and treat them differently.
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Some relevant regularities, however, have to do less with basic properties 
of an ontological category than with a practical interest of  humans (or of other 
animals). Vari ous omnivorous animals, including  humans, may have special 
modules for making inference about the edibility of plants, for example, al-
though edible plant is not a proper ontological category. Actually, modules are 
task specific, prob lem specific, or opportunity specific as often as domain spe-
cific, if not more often. Still, ontology is a terrain that inferential modules 
typically exploit.

Not only do  humans represent many kinds of  things in their thoughts and 
in their utterances, they also recognize that they are  doing so. In their basic 
ontology— and  here  humans seem quite exceptional— there are not only  things 
but also repre sen ta tions of  things. In fact, for most  things  humans can repre-
sent, they can also represent its repre sen ta tion. They can represent rocks and 
the idea of a rock, colors and color words, numbers and numerals, states of 
affairs (say, that it is raining) and repre sen ta tions of  these states of affairs (the 
thought or the statement that it is raining).

Repre sen ta tions of  things are themselves a very special kind of  things in 
the world. Repre sen ta tions constitute a special ontological category (with sub-
categories), for which  humans have specialized inferential mechanisms. 
Repre sen ta tions of repre sen ta tions, also known as higher- order repre sen ta tions 
or as metarepre sen ta tions, play a unique role in  human cognition and social 
life.2 Apart from phi los o phers and psychologists, however,  people rarely think 
or talk about repre sen ta tions as such. They talk, rather, about specific types 
of repre sen ta tions.

 People talk about beliefs, opinions, hopes, doubts, fears, desires, or 
intentions— all  these occur in  people’s minds and brains; they are  mental 
repre sen ta tions. Or they talk about the public expression of such  mental 
repre sen ta tions, spoken or written utterances as well as gestures or pictures— 
they are public repre sen ta tions.

 Mental and public repre sen ta tions are concrete objects that are differently 
located in time and space. A belief is entertained at a given time in someone’s 
head; a spoken statement is an acoustic event that occurs in the shared envi-
ronment of interlocutors. A written statement or a picture is not an event 
but an object in the environment. What makes  these  mental and public repre-
sen ta tions repre sen ta tions  isn’t, however, their location, duration, or other 
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concrete features. It is a more abstract property that in commonsense psy-
chol ogy is recognized as “meaning” or “content.” When we say that we share 
someone’s belief, what we mean is that we have beliefs of closely similar con-
tent. When we say of someone that she expressed her thoughts, what we 
mean is that the meaning of what she said matched the content of what she 
thought.

Often, when  people think or talk about a repre sen ta tion, they consider only 
its content, and they abstract away from the repre sen ta tion’s more concrete 
properties. They may say of an idea that it is true, contradictory, confused, 
profound, or poetic without attributing it to anyone in par tic u lar  either 
as a thought or as a statement. When they do so, what they talk about are 
repre sen ta tions considered in the abstract (or “abstract repre sen ta tions” for 
short). Cultural repre sen ta tions such as  Little Red Riding Hood, the Golden 
Rule, or multiplication  tables are, most of the time, considered in the ab-
stract, even though they must be instantiated in  mental and public repre sen ta-
tions in order to play a role in  human affairs.

Since repre sen ta tions are recognized in our commonsense ontology, the 
question arises: What cognitive mechanisms do we have, if any, for drawing 
inferences about them? What kinds of intuitions do we have about repre sen-
ta tions? As we saw,  there are several kinds of repre sen ta tions, each with dis-
tinct properties.  There is no a priori reason to assume that  humans have a 
module for drawing inferences about repre sen ta tions in general. It is not clear 
what regularities such a module might exploit. On the other hand, vari ous 
types of repre sen ta tions pres ent regularities that can be exploited to produce 
diff er ent kinds of highly relevant inferences.

The Infant, the Caterpillar, and the Hidden Piece of Cheese

Metarepre sen ta tions, that is, repre sen ta tions of repre sen ta tions, became a 
major topic of study in psy chol ogy  after David Premack and Guy Woodruff 
asked in a famous 1978 article, “Does the Chimpanzee Have a Theory of 
Mind?”3 The phrase “theory of mind” made for an attention- grabbing title, 
but it also became a source of theoretical misunderstandings. Premack and 
Woodruff ’s question was not  really  whether chimpanzees have theoretical 
beliefs about minds (or, in our terms, use repre sen ta tions of psychological 
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regularities as premises in inference). It was rather  whether chimpanzees 
are capable of attributing specific beliefs or intentions to each other (or to 
 humans).

Some authors, such as Alison Gopnik and Henry Wellman or Josef Perner, 
believe that you need some theoretical understanding of  mental states to at-
tribute  mental states to  others.4  Others authors, such as Renée Baillargeon 
and Alan Leslie,  don’t— and we agree with them.5 To avoid the confusion 
caused by the phrase “theory of mind,” we  will use the meta phor mindreading 
to describe the cognitive ability involved.

That  humans are capable of mindreading is all too obvious. We attribute 
 mental repre sen ta tions to one another all the time. We are often aware of what 
 people around us think, and even of what they think we think. Such thoughts 
about the thoughts of  others come to us quite naturally.

 There is no evidence, on the other hand, that most animals, say, desert 
ants, snakes, or cows, attribute  mental states to  others. Cows, presumably, 
 don’t have  mental states in their ontology. They see other cows as living bodies 
behaving in ways that make biological sense—eating, ruminating, sleeping, 
walking, and so on—rather than as agents carry ing out decisions based on their 
desires and beliefs. For a few other particularly clever social species such as 
chimpanzees, dogs, crows, or dolphins, the question raised by Premack and 
Woodruff remains controversial: yes,  these animals may well be capable of 
some rudimentary mindreading, but nothing approaching the virtuosity of 
 humans in the  matter.

Premack and Woodruff ’s article had a huge impact on the study not only 
of animal psy chol ogy but also of  children’s. At what age do  children start 
reading minds? A  whole field of research initiated in the early 1980s showed 
that around the age of four,  children readily attribute false beliefs to  others 
(which, for good or bad reasons, has become the litmus test of genuine min-
dreading).6 And then, in 2005, a groundbreaking study by Onishi and Bail-
largeon,7 followed by many more studies confirming their findings, showed 
that not just four- year- olds but even infants are paying some attention to what 
 others around them have in mind and even expect an agent’s actions to be 
consistent with its beliefs,  whether true or false.

Luca Surian, Stefana Caldi, and Dan Sperber, for instance, showed thirteen- 
month- old infants a video of a hungry caterpillar.8 The caterpillar, having 
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Figure 12. In the familiarization phase, infants see a caterpillar go and nibble at a piece of 
cheese.

seen a hand put a piece of cheese  behind a screen on its left and an apple 
 behind another screen on its right, went around the left screen and nibbled at 
the cheese (Figure 12). The infants saw this video several times so that it would 
be clear to them that the caterpillar had a preference for the cheese. Then came 
the crucial test phase. This time, infants saw the hand put the cheese  behind 
the right screen and the apple  behind the left screen. They saw the caterpillar 
arriving on the scene only  after the two food items had been hidden, so that 
it  wouldn’t know that their positions had been switched.

What would, in such conditions, the infants expect the caterpillar to do? 
To go and look  behind the left screen where it had repeatedly seen the cheese 
being hidden, or to go to the right screen  behind which the cheese had, this 
time, been put? To us adults, it is obvious that the caterpillar would go where 
it had grounds to believe the cheese to be, that is,  behind the left screen, even 
though this belief would, in this case, be false. But are infants able to draw 
this kind of inference and in par tic u lar to attribute false beliefs to  others? 
Remarkably, infants behaved like adults would. They expected the cater-
pillar to go to the left, where it had grounds to believe (falsely) it would find 
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the cheese. They looked longer when the caterpillar went straight to the 
cheese on the right side, where it had no way to know that the cheese was. 
In other words, infants expected an agent to behave according to its beliefs, 
 whether true or false.

Should we conclude that the infants in this study have a  mental repre sen-
ta tion of a general psychological fact— that agents form beliefs and intentions 
rationally— and that the agents use this psychological fact as a premise in in-
ference?  Here again, it makes better sense to assume that what infants have is 
a specialized procedure that exploits some regularity in the way agents form 
beliefs and intentions. Infants need not represent this regularity.

How can mindreading exploit the fact that agents such as  humans and cater-
pillars tend to be rational without actually using a  mental repre sen ta tion of 
this fact as a premise? What makes agents rational, we have suggested in 
Chapters 3 through 5,  isn’t a general mechanism or disposition to think 
and act rationally, but a variety of inferential mechanisms with diff er ent in-
ferential specializations.  These mechanisms, notwithstanding their diver-
sity, have all been  shaped by a selective pressure for efficiency—in this case, 
for performing in an efficient way the kind of inferences it is their function 
to perform.

Arguably, “rationality” in a most basic sense is synonymous with inferen-
tial efficiency. The degree to which rationality is achieved depends to a large 
extent on the way many inferential modules each perform their functions and 
on the way  these modules are articulated. In order to take advantage of agents’ 
rationality, mindreading must then turn to specific inferential mechanisms and 
exploit their tendency to deliver, each in its domain, efficient inferences.

To better understand how this multifaceted rationality of real  people can 
be exploited in mindreading, we had better step out of the laboratory and away 
from the narrow focus on the “false belief task” and a few related experimental 
paradigms, however well designed they may be.

 Here is a  simple example of everyday life mindreading. You enter the waiting 
room at your doctor’s office.  There is already another patient. You both ex-
change glances and say, “Hello!” You sit down. She is intermittently typing 
on her smartphone and staring at the screen. You take a magazine. She looks 
at her watch and sighs. You exchange another glance. No doubt, you each have 
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a train of personal thoughts that is opaque to the other, but still, you both do 
some light mutual mindreading as a  matter of course.

When you arrived in the waiting room, she knew that you would under-
stand that she would see the doctor before you. You  were disappointed that 
 there was already someone waiting, but you tried not to show it, not to let her 
read your mind on this, but she prob ably did all the same. You understood 
that her alternately tapping on her smartphone and staring at it  were part 
of an ongoing interaction with someone  else with whom she was chatting at 
a distance (even if you had no idea what they  were chatting about). You guessed 
that she was looking at her watch  because it might already be past the time of 
her appointment with the doctor, and that she was sighing  because she was 
unhappy to have to wait. You understood from the exchange of glances that 
she had understood that you had understood her sigh. And so on. All this 
mindreading that occurred in this minimal interaction was done spontane-
ously and without effort.

The same kind of spontaneous mindreading occurs even in the absence 
of interaction, when one is just watching another agent that is unaware of 
being watched. The thirteen- month- old infants understand that the cater-
pillar, having seen the cheese repeatedly placed  behind the left screen, as-
sumes that it is again in the same place. The infants, who, unlike the cater-
pillar, have witnessed the cheese been placed on the right side this time 
nevertheless expect the caterpillar to search for the cheese on the left side, 
as before.

Such mindreading is so obvious! What is not obvious, however, is what 
makes it so obvious.  Here is a pos si ble sketch of what happens. We  humans 
tend to constantly monitor our social environment (as in the waiting room ex-
ample). We open, maintain, and update “ mental files”9 on all the  people we 
know (including  people we only know of, like kings or famous actors, not to 
mention fictional characters whose thought we also know quite a bit about). 
In  these files about  people (and other kinds of agents such as caterpillars and 
gods),  there may be all kinds of information: information about their names, 
 family, history, appearance, dispositions,  doings; information also about what 
is in their  mental files where they store information about other  people, us 
included. Our  mental files about other  people contain information about the 
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contents of their  mental files, and that information is provided by mindreading 
(and is, of course, metarepre sen ta tional).

Some of your  mental files about  people are very thin and short- lived, such 
as the file you opened about the other patient in the doctor’s waiting room. 
Other files are thick and permanent, such as files about members of your close 
 family. Some of the mindreading information in  these files is provided by your 
spontaneous interpretation of what you observe  others  doing. Some informa-
tion is provided by the  people themselves who, in communicating, help you 
read their minds. Further information is provided through  people talking 
about  people: gossip. The point is that we read minds on the basis of a  great 
variety of evidence and in a  great variety of ways.

 There must be a mindreading module— actually a minds- reading module, 
with “minds” in the plural— that has the job of managing, in our  mental files 
about other  people, what  these  people have in their  mental files. No such 
module, however, could do the job on its own. In order to perform mind-
reading inferences about the inferences that are performed in other  people’s 
mind, the mindreading module must be linked to a  great variety of other in-
ferential modules and use them for updating the information represented in 
individual files.

Take a very  simple example. Tim asks you for candies. You give him some. 
He looks at them, says, “Three candies, eh?” and puts them in an empty paper 
bag. In the file you keep about Tim,  there is now a metarepre sen ta tion of the 
belief you assume he has that  there are three candies in the bag. He says, “Some 
more, please!” You give him another handful of candies, and he looks at them 
and says, “Five candies— thanks— with the first three, that’s enough,” and puts 
them in the bag. In your Tim file,  there is now a metarepre sen ta tion of his 
belief that  there are five more candies in his bag. As it happens, you counted 
not five but six more candies, so you believe that what Tim believes is wrong.

On the basis of Tim’s beliefs that he first put in his bag three candies and 
that he then added five more, you might attribute to him the further (false) be-
lief that  there are eight candies in the bag. But how would you carry out this 
mindreading inference? Performing arithmetic operations— for instance the 
addition 3 + 5 = 8—is not something your mindreading module is equipped to 
do on its own. For this, your mindreading module has to share the content of 
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the two relevant beliefs of Tim (that he first put three candies in the bag and 
that he then added five more) with your arithmetic module and copy back the 
output of its operation into Tim’s file, thus coming to metarepresent Tim’s 
belief that  there are eight candies in the bag. Your arithmetic module, pre-
sented with your own belief that six candies  were added to the initial three 
(rather than five, as Tim wrongly believes), drew the conclusion that  there 
are now nine candies in the bag. This, however, goes in the  mental file you 
have opened for the bag—we have  mental files not just for  people, but for all 
kinds of  things— and not in the file you have opened for Tim.

 There is, actually, growing evidence that our highly social minds track and 
anticipate all the time not only what happens in our physical environment but 
also what happens in the minds of  others around us.10 To achieve this double 
kind of tracking, many of our inferential modules routinely perform inferences 
not just to update our own beliefs about the world but also to update our 
metarepre sen ta tions of the beliefs of other  people around us.

Does this mean that we understand what  others think by taking their point 
of view? Actually, only  whole persons have a point of view and may attempt 
to see  things from another person’s point of view.  Mental modules in the in-
dividual’s brain, on the other hand, are “subpersonal”11 mechanisms and 
 don’t have points of view.

Is it that modules are occasionally used “offline” to simulate the  mental 
pro cesses of other  people? We suggest, rather, that tracking the  mental pro-
cesses of  others is part of their regular “online” job. Our arithmetic module, 
for instance, computes quantities in a perspective- neutral manner, and the 
output of  these computations may update our repre sen ta tions of the way 
 things are as well as our metarepre sen ta tions of the way  things are repre-
sented in other  people’s minds.12

In the caterpillar experiment, infants see the cheese being repeatedly placed 
 behind the left screen and see the caterpillar seeing the same  thing. They draw, 
both for the caterpillar and for themselves, the inference that this is where the 
cheese regularly goes. When, in the absence of the caterpillar, the infants 
now see the cheese being placed  behind the right screen, they update their 
own repre sen ta tion of the location of the cheese, but not their metarepre sen-
ta tion of the caterpillar’s repre sen ta tion.  Later, when the caterpillar arrives 
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on the scene, it is the belief metarepresented in its file (a belief that now is 
false) that the infants’ mindreading module uses to predict where it  will 
look for the cheese.

How, then, do infants form sensible expectations about the  future actions 
of the caterpillar? We suggest that when the caterpillar arrives on the scene, 
the infants’ mindreading module (1) transfers information from the caterpil-
lar’s file to a goal- directed- movement module, the job of which is to compute 
a rational path to a goal in space; and (2) uses the result of this computation 
to update the caterpillar’s file and to anticipate its movements.

In the waiting- room example, you exploit, among other modules, a modu-
larized competence informed by social conventions that guides you in the kind 
of situation where you happen to be for a while physically close to strangers 
 because of goals that are parallel but not shared (as, for instance, in a waiting 
room, in an elevator, or on a plane).  There, in the waiting room, you register 
the events relevant to your interaction si mul ta neously from your perspective 
and from that of the other patient. You interpret your brief salutations and your 
exchange of only short glances as a means to maintain the social distance you 
prob ably both feel most comfortable with. In order to do this mindreading, 
you do not have to actively decide to take the other person’s perspective. You 
 were, from the start, automatically updating the file you opened about her 
 mental states just as you  were, in a much more fine- grained manner, updating 
your own files about the physical objects and events around you.

This kind of automatic, permanent tracking of the  mental states of  others 
around us routinely involves, we are assuming, the attribution of beliefs, in-
tentions, decisions, and other contentful  mental states. It develops from in-
fancy to adulthood (with individual and cultural variations) into a fairly elab-
orate capacity to understand  others, so to speak, on the fly.13

Cultural traditions diversely enhance, hinder, and other wise influence 
the way we understand each other, and so do social roles and professional 
occupations. Across cultures and historical times and even within cultures, 
 there is a  great variety of explicit ideas about the  human mind, which can 
be expressed in proverbs as well as in elaborate folk or scholarly theories. 
The mindreading we do  every day in interacting with  others (or in hearing 
or reading about them) remains, however, quite spontaneous and intuitive. 
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It  doesn’t use  these cultural ideas as premises in spontaneous inference aimed 
at recognizing the  mental states of  others.  These ideas, rather, are used, when 
need be, to help explain and justify conclusions that  were arrived at quite 
intuitively.

Virtual Domains

Mindreading, which provides us with intuitions about  people’s beliefs, de-
sires, and intentions and about how  these relate to what  people perceive and 
do, by no means exhausts our ability to draw inferences about repre sen ta tions. 
Numerical cognition, for instance, provides us with a sharply diff er ent kind 
of metarepre sen ta tional intuitions.

As much recent work on numerical cognition has shown,14  human infants 
share with other animals the ability to mentally represent quantities of discrete 
objects.  These repre sen ta tions are exact for very small quantities— one, 
two, and three— and are approximate for larger quantities. The acquisition of 
a language with names for numbers provides  humans with lexical tools to 
represent in an exact manner quantities much larger than three. Linked to 
language and to writing, the cultural emergence of numeral systems, that 
is, of symbols used to produce public repre sen ta tions of quantities, has led 
in some cultures to the development of a  whole new branch of knowledge, 
arithmetic. Anybody who has learned some arithmetic (and even, it seems, 
anybody who just uses numerals to count)15 has intuitions not only about 
concrete quantities but also about formal relationships among numbers appre-
hended through the numerical symbols that represent them.

To give just one example, it is intuitively obvious to you— you  don’t 
have to make any computation— that 900 is three times 300. This intuition 
exploits your knowledge of relations among very small numbers (in this 
case, that 3 × 3 = 9) and a property not of quantities but of a par tic u lar way 
of representing them, the decimal system (with Arabic numerals). If you 
used a base nine system, it  wouldn’t be as immediately obvious that 1,210 
is three times 363 (even though  these numerals represent the same two 
numbers as do 900 and 300 in the decimal system). On the other hand, if 
you used a base nine system, it would be quite obvious to you that 1,000 is 
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three times 300. It is with the decimal system this time that it is less immedi-
ately obvious that 729 is three times 243 (even though  these numerals repre-
sent in base ten the same two numbers that 1,000 and 300 represent in base 
nine). We have better intuitions about rounded numbers; however, rounding 
 isn’t a property of numbers but of the system of numerals used to represent 
them.

This example of numbers and numerals illustrates three impor tant points:

1.  Our intuitions about  things ( here, numbers) are not the same as our 
intuitions about their repre sen ta tions ( here, numerals).

2.  Our intuitions about repre sen ta tions exploit properties of the repre-
sen ta tions that need not match properties of the  things represented 
(such as roundedness).

3.  Our intuitions about repre sen ta tions of  things may nevertheless be a 
source of insight about the  things represented themselves. (For instance, 
that 900 is three times 300 is a fact about the numbers themselves; this 
fact is intuitively grasped  because of the intuitive relationship between 
the numerals used in the decimal system to represent  these two 
numbers.)

Numbers are a very special kind of  thing, and numerals are a very special 
kind of repre sen ta tion. All the same, the three general points we have just made 
about their relationship readily extend to other kinds of metarepre sen ta tional 
abilities.

Take explanations. Explanations are a certain kind of repre sen ta tion. 
 Children, well before being themselves capable of providing anything resem-
bling a genuine explanation, start asking all kinds of why- questions. That 
is, they start requesting explanations for a wide variety of  things. Soon enough, 
they start themselves providing explanations. More generally, asking for and 
providing explanations is a common aspect of conversation across culture.

We have clear intuitions about the “goodness” of vari ous explanations. As 
the psychologist Frank Keil and his colleagues have shown,  these intuitions 
may not be very reliable when they concern our own ability to provide expla-
nations.16 We often greatly overestimate, for instance, our ability to explain 
how domestic appliances we use  every day actually work. We are, however, 
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better at evaluating the explanations given by  others. Even  children are typi-
cally quite  adept at recognizing the expertise of  others in specific domains 
of explanation, and at taking advantage of it. Keil describes a division of cog-
nitive  labor between seekers and providers of explanation in diff er ent domains 
that is quite similar to the division of cognitive  labor that is often at work 
in the exchange of arguments (as we  will show in Chapter 15).

Quite parallel to the case of numbers and numerals,

1.  Our intuitions about good and bad explanations are not the same as 
our intuitions about the  things explained.

2.  Our intuitions about explanations exploit properties such as cogency, 
generality, or coherence that are properties of the explanations them-
selves and not of the  things explained.

3.  Our intuitions about explanations (which make us prefer good 
explanations) is nevertheless a major source of insight about the 
 things explained.

More generally, repre sen ta tions are a very special kind of  thing in the uni-
verse. They are found only inside and in the vicinity of beings with minds. 
By any sensible criterion, metarepre sen ta tional modules and the inferences 
they perform about repre sen ta tions are very specialized, domain-  or task- 
specific devices. At the same time, our inferences about repre sen ta tions are 
quite relevant to our understanding of the  things represented.

If you intuitively grasp that 900 is three times 300, your intuition is driven 
by properties of the numerals, but the relevant information you gain is about 
the numbers  these numerals represent. If you recognize the cogency of a good 
explanation of, say, how a dual- technology motion detector works, then you 
have learned something not just about the explanation but also, and more im-
portantly, about motion detectors.

Mindreading, arguably the most impor tant of our metarepre sen ta tional 
modules, is no exception. It informs you, through your intuitions about what 
 others believe, about the subject  matter of their beliefs. When the  woman 
in the waiting room looks at her watch and sighs, you guess not only that she 
believes that the doctor is keeping her waiting but also that indeed the doctor 
is keeping her waiting. From this, you may draw further inferences of your 
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own, such as about how well the doctor keeps her appointments. We learn a 
lot about the world by discovering what other  people think about it. Mind-
reading provides a win dow on the world at large.

Metarepre sen ta tional modules provide information not only about the 
repre sen ta tions metarepresented but also, indirectly, about the  things  these 
repre sen ta tions represent. So while, as we insisted,  these modules have very 
specific domains, namely, specific aspects of specific kinds of repre sen ta tions, 
they may nevertheless have a diff er ent and much wider virtual domain cor-
responding to the  things represented.

A standard objection to modularist views of the  human mind is that rea-
soning  couldn’t possibly be modular since it is not specialized, not restricted 
to a single domain. Indeed,  humans can and do reason about every thing and 
anything. They bring together in their reasoning evidence pertaining to quite 
diff er ent domains.

To compute the circumference of the earth, the Alexandrian scholar Era-
tosthenes, for instance, used a mixture of astronomy, geography, geometry, and 
local observation of shadows. Or, to take a more recent debate, consider the 
ancient piece of cloth known as the Shroud of Turin. Is it, as some claim and 
 others deny, the very burial shroud of Jesus and hence a sacred relic? Argu-
ments on the issue have drawn on history, theology, vari ous branches of chem-
istry, and physics (radiocarbon dating methods in par tic u lar).  Aren’t  these 
two examples— Eratosthenes’s discovery and the debate on the Shroud of 
Turin— perfect illustration of the fact that  human reasoning  isn’t domain spe-
cific, let alone modular?

Actually, while such illustrations raise in ter est ing issues, they do not pro-
vide strong objections to the modularist approach. They ignore the fact that 
metarepre sen ta tional modules may have virtual domains that extend way be-
yond their real domain.

Reasoning, we  will argue, is based on a metarepre sen ta tional module that 
provides intuitions not about the world in general but about reasons. Reasons 
are a kind of repre sen ta tion. The real domain of the reason module— reasons—
is rather narrow. Still, reasons themselves can be about anything or any com-
binations of  things in the world, bringing together, for instance, the pace of 
camels in the desert and the position of the sun in the sky of Alexandria at 
noon on the summer solstice, or the story of the crucifixion of Jesus and 
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the rate of radioactive decay of radiocarbon. Reasoning, therefore, can be both 
quite specialized in its operations and quite general in its import. In fact, its 
universal import is best explained by the specific properties of its specialized 
domain. Inferences about reasons that are themselves about anything result 
in a kind of virtual domain- generality.





III

Rethinking Reason

What is reason? How does it work? What is it for? How could it evolve? 

In Chapters 7 through 10, we develop a novel interactionist approach that 

answers  these questions. Reason, we argue, is a mechanism of intuitive 

inferences about reasons in which logic plays at best a marginal role. 

 Humans use reasons to justify themselves and to convince  others, two 

activities that play an essential role in their cooperation and communica-

tion. Just as echolocation evolved as an adaptation to the ecological niche 

inhabited by bats, reason evolved as an adaptation to a very special 

ecological niche, a niche that  humans built and maintain for themselves 

with their intense social relationships, power ful languages, and rich culture.





 Humans appeal to reasons not just in reasoning but also in explaining and 
justifying themselves.1 Nevertheless, explanation and justification on the one 
hand and reasoning on the other have been studied in de pen dently of one 
another, as if two quite diff er ent psychological mechanisms  were involved. 
We believe that the difference is less one of mechanism than of function, and 
we want to articulate, in this third part of the book, an integrated approach 
to the psy chol ogy of reasons.

Why do you think this? Why did you do that? We answer such questions 
by giving reasons, as if it went without saying that reasons guide our thoughts 
and actions and hence explain them.  These reasons are open to evaluation: 
they may be good or bad. Good reasons justify the thoughts or actions that 
they explain. This picture of the role of reasons in explanation and in justifi-
cation may seem self- evident. It is based, however, on a con ve nient fiction: 
most reasons are after- the- fact rationalizations. Still, this fictional use of 
reasons plays a central role in  human interactions, from the most trivial to the 
most dramatic.

The Commonsense Picture

Start with the dramatic: in the  middle of the night of November 2, 2013, The-
odore Wafer, a middle- aged man living in Dearborn Heights, Michigan, a white 
suburb of Detroit, was awakened by loud banging on his front door. Earlier 
that night, Renisha McBride, a young African American  woman, had crashed 
her car, walked out, and wandered for hours in a state of confusion. She ended 
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up at Wafer’s door, prob ably looking for help. Wafer thought his  house was 
being attacked, took his shotgun, opened the door, and fired, killing McBride. 
At the trial, he explained his action by saying that he had been afraid for his 
life and had shot in what he believed was self- defense against several attackers. 
An unreasonable fear, the prosecution argued. In any case, even if the fear 
had been reasonable, the reasonable response would have been not to open 
the door but to lock himself in and call the police. Wafer was found guilty 
of second- degree murder.

Why did Wafer act the way he did? No doubt the reasons he gave at the 
trial  were the best he could muster. We  will never know for sure, and it may 
well be that he himself  didn’t know what exactly had gone on in his mind 
at the time. But say we accept that he acted for the reasons he himself invoked: 
he felt  under attack and wanted to defend himself. Even so, most of us 
would agree with the prosecution and the jury that he  didn’t have good 
enough reasons to believe he was in  great danger or to act the way he did.

As the case of Wafer illustrates, some reasons may seem good enough to 
explain but not good enough to justify. We can accept an explanation and, 
at the same time, be critical of the reasons it invokes. For the purpose of 
explanation, it is enough that  these reasons should have seemed adequate to 
the person we are trying to understand. On the other hand, to judge that 
what the person thinks or does is justified, the same reasons must seem ade-
quate to us.

Much less dramatically, we all invoke minor or even minute reasons at  every 
turn in daily social interactions. Rob, for instance, asks Ji- Eun, “Do you want 
a milkshake?” and she answers, “Thank you, but, you know, most of us Ko-
reans are lactose intolerant.” Why  doesn’t Ji- Eun just say no? Why does she 
bother to give a reason for her refusal? By mentioning a reason for declining 
Rob’s offer of a milkshake, Ji- Eun suggests that she is appreciative of the offer 
and might have accepted it other wise. Rob is unlikely to question the reason 
invoked by Ji- Eun. What should  matter to him is that by giving a reason rather 
than just saying, “No!” Ji- Eun has been considerate  toward him. In such or-
dinary interactions, our giving reasons manifests the kind of consideration 
 others can expect of us and we might expect of them.

How must  people understand reasons to be able to use them as they do in 
their thinking and interactions? To answer this question, it would be of lim-
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ited use to look at the way  people understand the word “reason” itself (in the 
sense of a reason for something). This understanding varies across  people, 
across circumstances, and, obviously, across cultures. The En glish word 
“reason” in that sense  doesn’t have straightforward translations in all lan-
guages. This fuzziness and this variability in the way  people think and talk 
about reasons in general are worth studying in their own right. What we are 
investigating  here, though, are not folk notions or folk theories of reasons but 
the way  people make use of par tic u lar reasons and do so  whether or not they 
categorize them as “reasons.”

To make better sense of the way reasons are produced and used, it  will be 
helpful to make a distinction between objective and psychological reasons. 
Such a distinction (with subtle differences and vari ous terminological choices) 
is common in the rich philosophical lit er a ture on reasons. For our pres ent 
purpose we  will, when useful, draw inspiration from this lit er a ture without 
getting involved in its controversies.2

An objective reason, as we  will use the phrase, is a fact that objectively sup-
ports some conclusion. This conclusion may be descriptive (about what is the 
case) or practical (about what is desirable). For instance, the fact that  today is 
Friday is an objective reason to conclude that tomorrow  will be a Saturday; 
the fact that the plums are ripe is an objective reason to pick them from the 
tree without waiting.

Facts, as we are using the term, are true propositions, abstract objects 
without causal powers. It is not, strictly speaking, the fact that some plums 
are ripe that  causes them to fall from the tree; it is their ripeness itself or, to be 
more precise, it is the chemical and physical changes that define ripeness. Ob-
jective reasons, being facts, are themselves without causal powers. From our 
empirical point of view, it  doesn’t  matter  whether objective reasons exist in 
the world in de pen dently of  human interests and what well- defined criterion 
of objectivity they meet, if any. If we talk about objective reasons at all, it is 
 because they are represented both in what  people think and in what they say 
and, unlike facts, repre sen ta tions of facts do have causal powers.

A psychological reason is a  mental repre sen ta tion of an objective reason. Like 
all  mental repre sen ta tions, it may be a misrepre sen ta tion; that is, it may rep-
resent as an objective reason for a conclusion a false proposition rather than 
a fact, or it may represent a genuine fact as supporting a conclusion it actually 
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does not support. Still, in our cognitive and evolutionary perspective, we as-
sume that in general,  people tend to represent as objective reasons for a given 
conclusion facts that do indeed support it: cognition is imperfect but not 
random. Psychological reasons are  mental repre sen ta tions in the brain and, 
as such, play a causal role in  people’s lives. (When we use “reasons” without 
qualifying the term, we are talking about psychological reasons.)

It is generally thought that the main role psychological reasons play is to 
motivate and guide  people’s actions and beliefs (guidance being  little more 
than a fine- grained form of motivation and motivation a coarse- grained form 
of guidance). We disagree. The main role of reasons is not to motivate or guide 
us in reaching conclusions but to explain and justify  after the fact the conclu-
sions we have reached.

The uses of reasons to explain and to justify are not just related; they are 
intertwined. To explain  people’s beliefs or decisions, psychological reasons 
must at least point in the direction of a conceivable justification, that is, of a 
good, objective reason. Wafer, for instance, could, perhaps not with sufficient 
good sense but not absurdly  either, see his reasons as objectively justifying 
his shooting the person at the door. Had he, on the other hand, given as his 
reason for having fired a shot that Elvis Presley was dead and that there-
fore life was meaningless, we would see this not as a genuine reason- based 
explanation, not even a defective one, but as an admission (or a claim) of 
temporary insanity.

Similarly, when we invoke reasons to justify other  people’s thoughts or 
actions, the normal implication is that they had  these reasons in mind and 
 were guided by them. How could  people be justified by reasons they knew 
nothing about? This seems to be a commonsensical constraint on justifica-
tion, but is it  really? Actually,  there are in ter est ing exceptions described in the 
philosophical lit er a ture as cases of “moral” or “epistemic luck.”3

Imagine, for instance, what would have happened if the person Wafer shot 
and killed had turned out to be not a young  woman looking for help but a 
dangerous criminal on the “Most Wanted” list. In that case, Wafer’s action 
might well have been commended even though he would have acted without 
knowing that  there happened to be good, objective reasons to do what he 
did— a typical case of moral luck. Reasons must be in  people’s minds to ex-
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plain their be hav ior, but in some cases at least, they need not be in their minds 
to make their be hav ior  either blameworthy or praiseworthy.

Just as  there are cases of moral luck—an action undertaken with inadequate 
reasons in mind but that turns out to have had, unbeknownst to the agent, an 
excellent objective justification— there are cases of epistemic luck— a belief 
held for inadequate reasons but that turns out to be justified all the same.

The Alexandrian scholar Eratosthenes, as we saw in Chapter 1, was the first 
person ever to mea sure the circumference of the earth. The result of his cal-
culation, 252,000 stades, was just 1  percent shy of the modern mea sure ment 
of 24,859 miles, or 40,008 kilo meters. What makes this precision even more 
astonishing is that Eratosthenes had made two  mistakes in his assumptions. 
It was essential to his calculation that the town of Syene should be right on 
the Tropic of Cancer and due south of Alexandria, and he was convinced that 
such was indeed the case. Actually, Syene is 1° north of the Tropic of Cancer 
and 3° east of Alexandria. So how could he come so close? By pure chance, 
the effects of  these two errors practically canceled one another out. This bit 
of epistemic luck has not been used to downplay Eratosthenes’s accomplish-
ment. It is as if his overall method was so brilliant and his result so impressive 
that the inadequacy of some of his reasons was irrelevant.

Moral and epistemic luck are puzzling phenomena: they suggest that we 
may find  people justified by reasons that actually  didn’t motivate or guide them 
and that therefore cannot explain their thoughts or actions. Could the com-
monsense picture of reasons not be as clear and coherent as it seems at first 
sight?

The Commonsense Picture Challenged

Contrary to the commonsense picture, much experimental evidence suggests 
that  people quite often arrive at their beliefs and decisions with  little or no 
attention to reasons. Reasons are used primarily not to guide oneself 
but to justify oneself in the eyes of  others, and to evaluate the justifications 
of  others (often critically). When we do produce reasons for guidance, most of 
the time it is to guide  others rather than ourselves. While we would like 
 others to be guided by the reasons we give them, we tend to think that we 
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ourselves are best guided by our own intuitions (which are based, we are sure, 
on good reasons, even if we cannot spell them out).

 Whether or not it would be better to be guided by reasons, the fact is that 
in order to believe or decide something, we do not need to pay any attention 
to reasons. Purely intuitive inference, which generates so many of our beliefs 
and decisions, operates in a way that is opaque to us. You look at your friend 
Molly and somehow intuit that she is upset. What are your reasons for this 
intuition? Or you check what films are playing to night at the Odeon: Star 
Wars 12 and Superman 8. You decide to go and see Superman 8. What are 
your reasons for this choice? If asked, sure, you would produce reasons, but 
the fact is that at the moment of intuiting that Molly was upset or of choosing 
Superman 8, you  were not consciously entertaining, let alone pondering, rea-
sons. The opinion and the choice came to you intuitively.

Still, one might object, reasons may well have guided us unconsciously. 
Moreover, we are generally able to introspect and to become conscious of our 
unconscious reasons. But is this  really what is happening? When we explain 
ourselves, do we  really bring to consciousness reasons that have guided us 
unconsciously? Let us first look at some challenging evidence and, in the next 
section, propose an even more radical challenge.

The commonsense confidence in one’s ability to know one’s mind was, of 
course, undermined by the work of Sigmund Freud and its focus on what he 
called “the Unconscious.” The existence of unconscious  mental pro cesses 
had been recognized long ago, by Ptolemy or Ibn Al- Haytham, but  until 
Freud,  these pro cesses  were seen as relatively peripheral.  Mental life was re-
garded, for the most part, as typically conscious, or at least open to introspec-
tion. However, Freud made a compelling case that we are quite commonly 
mistaken about our real motivations. A  century  later, in a cognitive psy chol ogy 
perspective, the once radically challenging idea of the “Unconscious” seems 
outdated. Not some, but all  mental pro cesses, affective and cognitive, are now 
seen as largely or even wholly unconscious. The prob lem has become, if any-
thing, to understand why and how  there is something like consciousness at 
all.4 Freud’s challenge to the idea that we know our reasons has been, if any-
thing, expanded.

In a very influential 1977 article, two American psychologists, Richard Nis-
bett and Timothy Wilson, reviewed a rich range of evidence showing that we 
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have  little or no introspective access to our own  mental pro cesses and that our 
verbal reports of  these pro cesses are often confabulations.5 Actually, they ar-
gued, the way we explain our own be hav ior  isn’t that diff er ent from the way 
we would explain that of  others. To explain the be hav ior of  others, we take 
into account what we know of them and of the situation, and we look for plau-
sible  causes (influenced by the type of causal accounts that are accepted in 
our culture). To know our own mind and to explain our own be hav ior, we do 
the same (drawing on richer but not radically diff er ent evidence). In his book 
The Opacity of Mind,6 phi los o pher Peter Carruthers showed how much recent 
research had confirmed and enriched Nisbett and Wilson’s approach (which 
he expands both empirically and philosophically).

Our inferences about  others are often quite insightful; our inferences 
about ourselves  needn’t be worse. We may often succeed in identifying bits 
of information that did play a role in our beliefs and decisions. Where we 
are systematically mistaken is in assuming that we have direct introspective 
knowledge of our  mental states and of the pro cesses through which they are 
produced.

How much does the existence of pervasive unconscious pro cesses to 
which we have no introspective access challenge our commonsense view 
of ourselves? The long- established fact that the operations of perception, 
memory, or motor control are inaccessible to consciousness  isn’t  really the 
prob lem. Much more unsettling is the discovery that even in the case of seem-
ingly conscious choices, our true motives may be unconscious and not even 
open to introspection; the reasons we give in good faith may, in many cases, 
be  little more than rationalizations  after the fact.

We have already encountered (in Chapter 2) a clear example of such ratio-
nalization from the psy chol ogy of reasoning. In the Wason four- card se lection 
task, participants, before they even start reasoning, make an intuitive se lection 
of cards. Their se lection is typically correct in some versions of the task and 
incorrect in  others, even though the prob lem is logically the same in all ver-
sions. Asked to explain their se lection, participants have no prob lem providing 
reasons. When their choice happens to be correct, the reasons they come up 
with are sound. When their choice happens to be mistaken, the reasons they 
come up with are spurious. In both cases— sound and spurious reasons— these 
are demonstrably rationalizations  after the fact. In neither case are participants 
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aware of the  factors that, experimental evidence shows, actually drove their 
initial se lection (and which are the same  factors  whether their answer is cor-
rect or mistaken). Still, such experimental findings, however robust, smack 
of the laboratory.

Fortunately, not all experimental research is disconnected from real- life 
concerns. The brutal murder of Kitty Genovese in New York, on March 13, 
1964, with dozens of neighbors who heard at least some of her cries for help 
but  didn’t intervene, prompted social psychologists John Darley and Bibb 
Latané to study the conditions  under which  people are likely or unlikely to 
help.7 They discovered that when  there are more  people in a position to 
be helpful, the probability that any of them  will help may actually decrease. 
The presence of bystanders  causes  people to ignore a person’s distress (a phe-
nomenon Darley and Latané dubbed “the bystander effect”), but this is a 
causal  factor of which  people are typically unaware.

In one study (by Latané and Judith Rodin),8  people  were told that they 
would participate in a market study on games. Participants  were individually 
welcomed at the door of the lab by a friendly assistant who took them to a 
room connected to her office, gave them a questionnaire to fill out, and went 
back to her office, where she could be heard shuffling paper, opening drawers, 
and so on. A while  later, the participant heard her climb on a chair and then 
heard a loud crash and a scream, “Oh, my God, my foot . . .  I . . .  I . . .   can’t 
move it. Oh . . .  my ankle! . . .  I . . .   can’t get this . . .   thing . . .  off me.”

In one condition, the participant was alone in the room when all this 
happened. In another condition,  there was a man in the room who acted as if 
he  were a participant too (but who was, in fact, a confederate of the experi-
menter). This man hardly reacted to the crash and the scream. He just 
shrugged and went on filling out the questionnaire. When real participants 
 were on their own in the room, 70  percent of them intervened to help. When 
they  were together with this apparently callous participant, only 7  percent 
of them did.

Immediately  after all this happened, participants  were interviewed about 
their reactions. Most of  those who had taken steps to help said something like: 
“I  wasn’t quite sure what had happened; I thought I should at least find out.” 
Most of  those who  didn’t intervene reported having thought that what ever 
had happened was not too serious and that, moreover, other  people working 
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in nearby offices would help if needed. They  didn’t feel particularly guilty or 
ill at ease. Had it been a real emergency, of course, they would have helped 
(or so they claimed).

When asked  whether the presence of another person in the room had had 
an effect on their decision not to help, most  were adamant that it had had no 
influence at all. Well, we know that they had been ten times more likely to in-
tervene when they  were alone in the room than when they  were not. In other 
terms, the presence of that other person had a massive influence on their de-
cision. Vari ous  factors can help explain this “bystander effect”: when  there 
are other  people in a position to help, one’s responsibility is diluted, the fact 
that other  people are not reacting creates a risk of appearing silly if one does, 
and so on. What is relevant  here is the forceful demonstration of how badly 
mistaken one can be about what moves one to act or not to act (expect more 
striking examples in Chapter 14).

What is happening? Do we form beliefs and make decisions for psycho-
logical reasons that are often unconscious, that we are not able to introspect, 
and that we reconstruct with a serious risk of  mistake? Or is what generally 
happens even more at odds with the commonsense view of the role of rea-
sons in our  mental life?

Modules  Don’t Have Reasons

The evidence we have considered so far suggests that  humans have limited 
knowledge of the reasons that guide them and are often mistaken about  these 
reasons. We want to pres ent an even more radical challenge to the common-
sense picture. It is not that we commonly misidentify our true reasons. It is, 
rather, that we are mistaken in assuming that all our inferences are guided by 
reasons in the first place. Reasons, we want to argue, play a central role in the 
after- the- fact explanation and justification of our intuitions, not in the pro cess 
of intuitive inference itself.

Of course, few phi los o phers or psychologists would deny the obvious fact 
that we often form beliefs and make decisions without being conscious of rea-
sons for  doing so. Still, they would argue that  whether or not we are con-
scious of our reasons, we are guided by reasons all the same. It is just that  these 
reasons are “implicit.” This is what happens in intuitive inference. But what 
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are implicit reasons? How can they play their alleged guiding role without 
being consciously represented?

The word “implicit” is borrowed from the study of linguistic communica-
tion, where it has a relatively clear sense. On the other hand, when psycholo-
gists or phi los o phers talk of implicit reasons, they might mean  either that  these 
reasons are represented unconsciously or that they  aren’t represented at all 
(while somehow still being relevant). Often, the ambiguity is left unresolved, 
and talk of “implicit reasons” is  little more than a way to endorse the com-
monsense view that  people’s thought and action must in some way be based 
on reasons without committing to any positive view of the psychological real ity 
and  actual role of such reasons.9

We believe that the explicit- implicit distinction is a clear and useful one only 
in the study of verbal communication and that the only clearly useful sense in 
which one may talk of “implicit reasons” is when reasons are implicitly com-
municated. When, for example, Ji- Eun answers Rob’s offer of a milkshake by 
saying, “Thank you, but, you know, most of us Koreans are lactose intolerant,” 
the reason she gives for her refusal is an implicit reason, in the linguistic sense 
of “implicit”: it is not explicit— she  doesn’t say, for instance, that she herself 
is lactose intolerant— but it can and should be inferred from her utterance.

Still, one might maintain that psychological reasons can be conscious or 
unconscious, that at least some unconscious reasons can be made conscious, 
and that it makes sense to call unconscious reasons that can be made con-
scious “implicit reasons.” But are  there  really implicit reasons in this sense? We 
doubt it.

Unconscious and intuitive inferences are carried out, we argued, by spe-
cialized modules. Modules take as input repre sen ta tions of par tic u lar facts and 
use specialized procedures to draw conclusions from them. When a module 
functions well and produces sound inferences, the facts represented in 
the input to the module do indeed objectively support the conclusion the 
module produces. This, however, is quite far from the claim that the repre-
sen ta tions of par tic u lar facts are unconscious reasons that guide the work of 
the module.

 Here is why not. A fact— any fact—is an objective reason not for one con-
clusion but for an unbounded variety of conclusions. The fact, for instance, 
that  today is Friday is an objective reason to conclude not only that tomorrow 
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 will be a Saturday but also that the day  after tomorrow  will be a Sunday; that 
to night begins the Jewish Shabbat; that, in many offices, employees are dressed 
more casually than on other working days of the week; and so on endlessly.

The same fact, moreover, may be a strong objective reason for one conclu-
sion and a weak one for another. For instance, the fact that the plums are ripe 
is a strong reason to conclude that if they are not picked they  will soon fall 
and a weaker reason to conclude that they are about to be picked. The same 
fact may even be an objective reason for two incompatible conclusions. For 
instance, the fact that it has been snowing may be a reason to stay at home and 
also a reason to go skiing.

It follows from all this that the  mental repre sen ta tion of a mere fact is not 
by itself a psychological reason. The repre sen ta tion of a fact is a psycholog-
ical reason only if this fact is represented as supporting some specific con-
clusion. I may know that you know that it has been snowing and not know 
 whether this fact is for you a reason to stay home, a reason to go skiing, a 
reason for something  else, or just a mere fact and not a reason for any par tic-
u lar conclusion at all. We cannot attribute reasons to  others without knowing 
what their reasons are reasons for. Well, you might think, so what? Surely, if 
the repre sen ta tion of a fact (real or presumed) is used as a premise to derive 
a conclusion, then it is a psychological reason for this very conclusion. This, 
however, is mistaken. A belief used as a premise to derive a conclusion is not 
necessarily a psychological reason for this conclusion.

A long time ago, Ibn Al- Haytham argued that the mind performs uncon-
scious inferences by  going through the steps of a syllogism. If this  were truly 
the case, then the repre sen ta tion of a par tic u lar fact would serve as the minor 
premise of such a syllogism, the regularity that justifies inferring the conclu-
sion from this par tic u lar fact would serve as the major premise, and  these two 
premises taken together could be seen as a psychological reason for the con-
clusion of the syllogism (each premise being a partial reason in the context of 
the other premise). This logicist understanding of all inferences, conscious 
or unconscious, is still commonly accepted, and this may be why it may seem 
self- evident that what ever information is used as an input (or a “premise”) to 
an inference has to be a reason for the conclusion of this inference. The view, 
however, that unconscious inferences are produced by  going through the steps 
of a syllogism or more generally through the steps of a logical derivation has 
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been completely undermined by modern research in comparative psy chol ogy 
and in psy chol ogy of perception (as we argued in Chapter 5).

Unconscious inferences, we argued, are produced by modules;  these mod-
ules exploit the regular relationship that exists between the par tic u lar facts 
they use as input and the conclusion they produce as output, but they  don’t 
represent this relationship  either as the major premise of a syllogism or in any 
other way. Repre sen ta tions of par tic u lar facts, we pointed out, are not by them-
selves psychological reasons for any par tic u lar conclusion. Modules, in any 
case,  don’t need reasons to guide them. They can use repre sen ta tions of facts 
as input without having to represent,  either as a reason or in any other way, the 
relationship between  these facts and the conclusions they derive from them. 
Modules  don’t need motivation or guidance to churn out their output.

Consider, as a first illustration, the case of a rudimentary inference that, even 
though it takes place in the ner vous system,  doesn’t, properly speaking, take 
place in the mind. Perspiration is a well- developed mechanism in  humans (and 
in  horses).10 When body temperature rises too much, the hypothalamus, a 
brain structure, triggers the production of sweat that cools the body. This is 
obviously something that happens in us and to us rather than something that 
we intend. Still, the perspiration mechanism performs a rudimentary practical 
inference: it takes as input information about body temperature provided by 
vari ous neural detectors and, when appropriate, it yields as output instruc-
tions to the sweat glands. In  doing so, it exploits the general fact that, above 
some temperature threshold, sweating is appropriate, but it does not repre-
sent this general fact. Information about current body temperature, which is 
represented in the module,  isn’t by itself a reason for anything in par tic u lar. 
The module clearly does its job without being guided by any psychological 
reason, and it  doesn’t need any such reason to perform its job.

As a second example, take desert ants. Once they have found some piece 
of food, they speed back to their nest in an almost straight line (as we saw in 
Chapter 3). Ants know where to go thanks to what Wehner calls a “naviga-
tional toolkit,” a complex cognitive module with specialized submodules. The 
procedures used by the submodules (counting steps, taking into account an-
gular changes of trajectory, and so on) each evolved to take advantage of a reli-
able regularity without, however, representing this regularity. On each foray 
the ants make outside the nest, relevant information inferred by  these submod-
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ules is automatically integrated and contributes to determining the ants’ re-
turn path. In explaining this pro cess,  there is no ground to assume that ants 
are guided by explicit reasons or that the modules involved are guided by im-
plicit reasons.

Why do we bother, you may ask, to make the obvious point that  human 
perspiration and desert ant orientation are not guided by reasons,  either ex-
plicit or implicit?  Because considerations that are relevant in  these two cases 
extend quite naturally to less straightforward cases and, to begin with, to the 
case of inference in perception.

Remember the Adelson checkerboard illusion we talked about in Chapter 1 
(see Figure 4)? Participants are asked which of two squares in the picture 
of a checkerboard is darker when, actually, both are exactly the same shade of 
gray. They see— here is the illusion— one of the two squares as much lighter 
than the other. They do so  because they infer the relative darkness of a sur-
face not just from the light it reflects to their eyes but also from the light they 
assume it receives. One of the two squares is depicted as being in the shadow 
of a cylinder and therefore as receiving less light than the other. Participants 
automatically compensate for this difference in light received, and see this 
square as lighter than it is.

In this textbook example of the role of inference in perception, no one 
would argue that we have conscious reasons to see one square as darker than 
the other. The module involved computes the relative darkness of each square 
as the ratio of the light the square reflects to the light it receives  because it 
evolved to do so; in nonillusory cases,  there are objective reasons why it should 
do so;  these reasons, however, are not represented in the mechanism. The 
module is not guided by unconscious psychological reasons.

Some basic perceptual inferences, we hope you now agree, are not guided 
by psychological reasons. But does the argument extend to less automatic, 
more interpretive aspects of perception and to intuitive inference generally? 
When participants in the Latané and Rodin experiment heard vari ous noises 
coming from the next room, they recognized some of  these as noises of impact, 
 others as words spoken in En glish. This recognition was, presumably, quite 
automatic: mentally represented reasons had no role to play in the pro cess 
(even though, of course, it was an inferential pro cess). Putting  these perceptions 
together and inferring that the  woman next door had fallen and hurt herself 



122 Rethinking Reason

involved more interpretation, understanding that she might need help even 
more so. Does this mean that the participants had to have explicit reasons to 
come to  these further more interpretive conclusions or that the mechanisms 
involved had to have unconscious reasons?

Any socially competent person familiar with the kind of modern environ-
ment where the experiment was taking place would have developed a modu-
larized capacity to make the relevant inferences. They would spontaneously 
recognize some noises not just as noises of impact but, using subtle acoustic 
features, as noises of a crash involving both hard pieces of furniture and a softer 
body such as a  human body falling on a hard surface. We suggest that the in-
ferential perception procedure that permits such recognition exploits corre-
lations between features and probable  causes of noises without representing 
 these correlations, let alone representing them as reasons.

When the participants heard the words, “Oh, my God, my foot . . .  I . . .  
I . . .   can’t move it. Oh . . .  my ankle! . . .  I . . .   can’t get this . . .   thing . . .  off 
me,” they spontaneously understood “it” to refer to the speaker’s foot, they 
understood “this . . .   thing” to refer to some large solid object like a piece of 
office furniture that had fallen on the person’s foot, and in so  doing they  were 
 going well beyond what “it” and “this  thing” linguistically encode. To per-
form  these pragmatic inferences, participants used a modular comprehension 
procedure that exploits, without representing them, relevance- based regulari-
ties in verbal communication.11 They homed in on one of many linguistically 
pos si ble interpretations without representing,  either consciously or uncon-
sciously, reasons to do so.

Having understood in this intuitive manner that the  woman next door had 
hurt herself and was communicating about her predicament, most participants 
would spontaneously conclude that she needed help. Again, we suggest that 
they could come to that conclusion without having to mentally represent (con-
sciously or unconsciously) a reason for the inference. In fact, if someone had 
to mentally represent such a reason in order to realize that a person in pain 
and complaining might need help, this absence of spontaneous empathy might 
be taken as a symptom of impaired cognitive and social competence.

Still,  there is no doubt that reasons did play a role in Latané and Rodin’s 
experiment. The question is when reasons appeared in the course of events. 
 After the crash in the next office, some participants stood up and went to see 
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 whether they could help.  Others remained seated. Was their decision  either 
to try to help or to do nothing a spontaneous decision arrived at without 
considering reasons? We would suggest that  unless they showed some hesi-
tation,  there is no strong ground to assume that they had been guided by a 
conscious or unconscious reason represented in their mind. Be that as it 
may, a few minutes  later, when the experimenter asked them what had gone 
through their mind, they readily provided reasons that, they claimed, had 
motivated their action or inaction.

Some participants, especially  those who had been helpful, may have come 
up with reasons just when they  were asked. For them, finding reasons was ef-
fortless: in circumstances where it is obvious that someone may need you to 
help, wanting to help is an obviously good reason.  Those who had remained 
seated and had done nothing had had more time to think about reasons they 
might invoke to justify themselves. They may also have felt a greater need to 
think of such a justification. Still, even for them, devising a plausible justifica-
tion was not that difficult. In both cases, thinking about personal reasons for 
one’s decision typically came  after having made the decision itself.

If, as we suggest, the point of reasons  isn’t to guide the formation of beliefs 
and the making of decisions, then what are reasons for?

Reasons Are for Social Consumption

What ever  humans do is likely to contribute for better or worse to the way 
they are seen by  others—in other words, to their reputation.  These indirect 
reputational effects may turn out to be no less impor tant than the direct goal 
of their action, what ever it is. Socially competent  people are hardly ever 
indifferent to the way their be hav ior might be interpreted. By explaining and 
justifying themselves,  people may defend or even improve their own reputa-
tion. By failing to do so, they may jeopardize it.

Thinking about good reasons for their actions is something that  people 
often do proactively, anticipating that they may be called upon to explain or 
justify themselves. The minute you have engaged in a course of action that 
may have reputational costs— and sometimes even before, when you are merely 
considering it— a diff er ent  mental mechanism may start working. Its function 
is to manage your reputation and for this, to provide an explanation that  will 
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justify your be hav ior. Participants in the Latané and Rodin experiment who 
ignored the events taking place in the next room may have been aware that 
their passivity might be open to criticism. This may have prompted them to 
think of reasons they might provide to justify themselves.

The reputation management mechanism acts like a  lawyer defending you, 
what ever you have done. Still, given the opportunity, a  lawyer may advise a 
regular client against a course of action that would be hard or impossible to 
defend. What happens when the reputational mechanism cannot come up 
with a good narrative? Then the course of action considered (and possibly 
already undertaken) turns out to have costs that  weren’t initially taken into 
account in the decision pro cess. In such a case, the failure of the reputational 
mechanism to produce an adequate narrative may have a feedback effect and 
cause the initial decision to be rescinded, or at least revised. It is pos si ble, for 
instance, that a few of the participants in the Latané and Rodin experiment 
who had first dismissed the idea of helping the person in distress in the next 
room then realized that they would be hard put to justify their passivity; hesi-
tated, that is, compared the ease with which they could justify their two 
pos si ble responses; and chose to do something  after all.

 There is some fascinating experimental evidence that the search for rea-
sons aimed at justification may, in fact, influence action (more about this in 
Chapter 14). Still, living up to the story you want to be able to tell about your-
self  isn’t quite the same  thing as telling a true story.

So, when  people produce reasons to explain and justify their beliefs or 
actions, the narrative they come up with may be at odds with what  really hap-
pened in their mind in three diff er ent ways, each in ter est ing in its own right.

First,  people commonly pres ent themselves as having considered reasons 
and been guided by them in the pro cess of reaching a belief or a decision that, 
in fact, was arrived at intuitively. The error we all make  here is to falsely as-
sume that we have direct knowledge of what happens in our mind when we 
draw intuitive inferences and that we are guided by reasons of which we are 
conscious or that we can easily introspect. Contrary to such an assumption, in 
coming to an intuitive decision or belief, we are not guided by reasons (not 
even “implicit” ones).

Even so, we often do correctly identify a piece of information that served 
as input to our inferential pro cesses. When this happens, our  mistake is just 
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to describe this piece of information as a personal reason. Participants who 
went to see if they could help the person in the next room had mentally rep-
resented the fact that that person was in pain and needed help; what they 
 hadn’t mentally represented at the moment was the higher- order consider-
ation that the person needing help was a reason to go and help. This appro-
priateness of helping  people in need (in certain circumstances at least) is so 
obvious that in socially competent  people, it is exploited by a dedicated pro-
cedure, which works without representing it. For our social interactions, such 
a mistaken self- attribution of reasons  doesn’t  matter at all. In fact, it is less an 
individual  mistake than a socially encouraged use of commonsense psy chol ogy. 
From a scientific point of view, on the other hand, this should be recognized 
as a misrepre sen ta tion: acting spontaneously to help  others need not be guided 
by conscious or unconscious reasons any more than smiling at someone who 
smiles at you.

Second,  people may be mistaken about the information that served as input 
to their inferences. Participants who chose not to help  were first and foremost 
influenced by the presence and passivity of the other person in the room, but 
they failed to acknowledge this crucial  factor. In all likelihood, when they 
claimed that their decision had been motivated by the thought that nothing 
too serious had happened and that their help was not needed anyhow, they 
 were just reporting thoughts that occurred to them only  after they had made 
the intuitive decision to align their be hav ior to that of the other person in the 
room. In giving  these reasons to the experimenter, they may have been sin-
cere, even if self- deluded:  people who think of themselves as nice and helpful 
and who realize they  didn’t help when they should have may be puzzled 
by their own be hav ior. The easy, too easy, solution to this puzzle is to assume 
that they must have had what looked at the time like good reasons to think 
that their help  wasn’t required.

Third,  there are  people who fail to find good enough reasons for what they 
are about to do and who, as a result, waver and change or at least re adjust their 
course of action. In such cases, the personal reasons  people invoke have truly 
played a causal role in their final decision.  These reasons  didn’t directly shape 
the decision that was fi nally taken, but they inhibited the carry ing out 
of the initial decision. Still, contrary to what  these  people may believe and 
claim, the true causal pro cess  didn’t go from reasons to decision, but from 
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tentative decision to search for justification, failure of search, and revised de-
cision aimed at a more easily justifiable course of action.

What we have said so far implies that  there is no role for unconscious rea-
sons in  human cognition. If unconscious reasons have no role to play, then 
they prob ably  don’t exist, and if they  don’t exist, then implicit reasons  don’t 
exist  either. When we attribute to ourselves an implicit reason, we are just in-
terpreting our thoughts or actions in terms of newly constructed conscious 
reasons that we fictitiously represent as having been implicit before.

Does all this suggest that psychological reasons,  whether “implicit” or con-
scious, have no real ity whatsoever, that they are a pure construction? No, 
reasons are indeed constructed, but  under two constraints that ensure that 
they have some degree of both psychological and social real ity. The reasons 
we invoke for justification have to make psychological sense. Talk of reasons 
need not—in fact, we have argued, cannot— provide an accurate account of 
what happens in our minds, but it tends to highlight  factors that did play a 
causal role. Reasons are typically constructed out of bits of psychological 
insight.

In order to fulfill their justificatory function, moreover, psychological rea-
sons have to represent objective reasons socially recognized as good reasons. 
This social recognition may be biased by many social and cultural  factors, but 
if it  were a purely arbitrary affair, how would it hold any sway? For many be-
liefs and practices— and in par tic u lar for the use of reasons as justification or 
argument— genuine objectivity is, we maintain, a major  factor in cultural suc-
cess (a fact well explained by our account of the evaluation of reasons, as dis-
cussed in Chapter 13).

To attribute reasons to oneself or to  others is not so much to formulate a 
hypothesis about how  things are as to construct a tool for social action: justi-
fication, evaluation, or, we  will see in Chapters 8 through 10, argumentation. 
But what makes reasons a useful tool?

When we give reasons for our actions, we not only justify ourselves, we also 
commit ourselves. In the first place, by invoking reasons, we take personal re-
sponsibility for our opinions and actions as described by us, that is, as atti-
tudes and be hav ior that we had reasons to adopt. We thereby indicate that 
we expect  others to  either accept that we are entitled to think what we think 
and do what we do or be ready to challenge our reasons. When what we 
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thought or did is unlikely to be approved, by giving reasons, we may indicate 
a line of defense: we had, if not good reasons, at least reasons that seemed good 
at the time. A defense based on reasons typically allows us to accept respon-
sibility while denying guilt.

By giving reasons, we also commit ourselves to a  future line of thought 
and conduct. Invoking reasons as motivations of one’s past views and ac-
tions expresses a recognition of the normative aptness of  these reasons and a 
commitment to being guided by similar reasons in the  future. For our audi-
ence, this commitment to accepting responsibility and to being guided in the 
 future by the type of reasons we invoked to explain the past is much more 
relevant than the accuracy of our would-be introspections. This is why we all 
pay attention to the reasons of  others and why we produce our own.

To put it in more so cio log i cal terms: Reasons are social constructs. They 
are constructed by distorting and simplifying our understanding of  mental 
states and of their causal role and by injecting into it a strong dose of norma-
tivity. Invocations and evaluations of reasons are contributions to a negotiated 
rec ord of individuals’ ideas, actions, responsibilities, and commitments. This 
partly consensual, partly contested social rec ord of who thinks what and who 
did what for which reasons plays a central role in guiding cooperative or an-
tagonistic interactions, in influencing reputations, and in stabilizing social 
norms. Reasons are primarily for social consumption.



On a sunny day, an elder from the Dorzé tribe in southern Ethiopia was ex-
horting a group of idle young men: they  shouldn’t smoke cigarettes—it was 
against their religion! The young men pointed out that the young French an-
thropologist (Dan) who had been living among the Dorzé for the past few 
months was sitting nearby,  doing what? Smoking cigarettes! The elder turned 
to the foreigner and demanded an explanation: “Why do you smoke?” The 
anthropologist  didn’t quite know what to say: “Well,” he mumbled, “my  father 
smokes, my grand father smoked . . .”

The elder turned back to the young men: “See,” he exulted, “the foreigner 
shows re spect for his  father and his forefathers. They smoked, so he smokes. 
Follow his example, show re spect for your forefathers: they never smoked a 
cigarette; you  shouldn’t  either!”

As this example illustrates, the same reasons that can be used to justify 
oneself can also be used as an argument to convince  others. (The extra twist 
 here is that when combined with other considerations, the same reasons 
can be used to justify one individual’s practice and to argue against  others 
adopting it: the import of reasons depends on the context.)

Retrospective and Prospective Uses of Reasons

Sometimes  people use reasons to explain or to justify decisions already taken 
and beliefs already held. This is a retrospective use of reasons. Sometimes 
 people use reasons as arguments in  favor of new decisions or new beliefs. This 
is a prospective use of reasons. When reasons are used prospectively, it may 
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be to answer a question of one’s own to which one  doesn’t yet know the an-
swer or to convince  others of an opinion one already has. In the first case, it 
is inquisitive reasoning, and in the second case, it is argumentative reasoning. 
Figure 13 represents  these uses of reason.

The philosophical and psychological lit er a ture treats retrospective and 
prospective uses of reasons as if they  were altogether diff er ent topics, with 
 little or no attention to what they have in common. We, on the contrary,  will 
argue that  there is no dividing line between retrospective and prospective 
uses of reasons, and that  there are many cases of overlap. The use of reasons 
in explanation is often treated as more impor tant than their role in justification 
(or, at least, as equally impor tant). We, on the contrary,  will argue that the 
justificatory role of reasons is more impor tant than their explanatory role. 
The individual, inquisitive form of reasoning, aimed at answering questions 
on one’s own, is considered reasoning par excellence, while the communica-
tive, argumentative form is considered secondary. We, on the contrary,  will 
argue that argumentation is primary.

Reasoning is a major topic in philosophy and psy chol ogy in its own right. 
The dominant view is that reasoning is aimed at truth and at good decisions 
and should be impartial and objective. The reasons used in reasoning should 
be impersonal “arguments” that owe their force to their formal properties 

Uses of reasons
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reasoning

explanation justification inquiry argumentation

individual communicative

Figure 13. Retrospective and prospective uses of reasons.
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(studied in logic and probability theory). The use of reasons to explain and 
justify ideas already  adopted or decisions already made and acted upon have, 
on the other hand, a personal component and cannot be  really impartial.

How warranted is this contrast between impersonal reasoning and personal 
justification? Are personal considerations always irrelevant in good reasoning? 
In practical reasoning, at least, the relevance of personal considerations is gen-
erally recognized. Not surprisingly, phi los o phers working on practical reason 
and moral philosophy, in par tic u lar Joseph Raz,1 have been more open to a 
unified approach to what we call retrospective and prospective uses of 
reasons.

 There is, anyhow, a  simple argument in  favor of approaching in a unified 
framework retrospective and prospective reasons. The argument is that all rea-
sons that can be used in justification can be used in reasoning and conversely. 
If you doubt this, imagine, for instance, a reason that would be good enough 
to retrospectively justify the opinion that no one should smoke. Then, surely, 
this reason could be used prospectively to convince oneself or  others that no 
one should smoke. Conversely, imagine that a math teacher asks her pupils 
 whether  there is a greatest prime number and helps them reason and redis-
cover the proof that  there is not. Then, surely, that very same proof, which 
caused the pupils in the first place to come to the conclusion that  there is no 
greatest prime, becomes thereafter an impeccable justification for their belief, 
as it already was for the teacher.

In standard cases of argumentation, that is, in the production of reasons to 
convince  others, the same reasons have both retrospective and prospective rel-
evance. The arguer pres ents herself as trying to convince the addressee of an 
opinion she already holds. Olav and Livia, for example, are about to order raw 
oysters, and Olav won ders which wine they should have. He asks Livia, and 
she answers: “A Muscadet! It has just the right acidity and minerality to go 
with oysters.” Olav has heard bad  things about Muscadet, but given that Livia 
is more knowledgeable than he is about wine, her argument convinces him 
that they should have Muscadet and that he should revise his negative opinion. 
Livia’s arguments to convince Olav are at the same time reasons that justify 
her own opinions. A sincere arguer uses as arguments to convince her audi-
ence reasons that she thinks provide good, retrospective justifications of her 
own views.
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Not only do retrospective justification and prospective reasoning overlap 
in many ways, not only do they draw on the same pool of reasons; they also 
rely, we want to argue, on one and the same mechanism, a module that de-
livers intuitions about reasons.

Reasons Themselves Must Be Inferred

It would be quite surprising (and in ter est ing) to find animals other than 
 humans that think about reasons. Reasons occupy an impor tant place in 
 human thinking  because, we have suggested, of the unique role they play 
in  humans’ very rich and complex social interactions. Reasons help establish 
personal accountability, mutual expectations, and norms. Saying this, how-
ever,  doesn’t tell us how  humans are capable of knowing their reasons (even 
if this is a quite imperfect knowledge, as we have seen).

As we pointed out in Chapter 7, it takes more to have a reason than to 
just recognize some fact. You can walk out and see that the pavement is wet, 
but you cannot just see that this is a reason to believe that it has been raining. 
That the pavement is wet may be an objective reason for concluding that the 
pavement is slippery, that the outside temperature is not below freezing point, 
that one’s shoes  will get dirty, and so on. To think, “The pavement is wet” is 
not by itself to entertain a reason. You may, moreover, intuitively infer that it 
has been raining from the fact that the pavement is wet without this relation-
ship between premise and conclusion being mentally represented in the pro-
cess. Only if you  were to entertain a thought like “From the fact that the 
pavement is wet it follows that it must have been raining” would you be rec-
ognizing the reason for your conclusion.

Suppose you do entertain a reason for inferring that it has been raining. 
The question still arises: How did you come to know that the fact that the pave-
ment is wet is a reason for your conclusion? Reasons do not appear in our 
head by magic. Recognizing that some fact is a reason for inferring a given 
conclusion can only be achieved through— what else?— another, higher- order 
inference.

So, how are reasons inferred? By finding further reasons for our reasons? 
Sometimes, yes; most of the time, no. Assuming that the recognition of a reason 
must itself always be based on a higher- order reason would lead to an infinite 
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regress: to infer a conclusion A, you would need some reason B; to infer that 
B is a reason to infer A, you would need a reason C; to infer that C is a reason 
to infer that B is a reason to infer A, you would need a reason D; and so on, 
without end. Hence, the recognition of a reason must ultimately be grounded 
not in further reasoning but in intuitive inference. This infinite regress argu-
ment is an old one: in 1895 Lewis Carroll (of Alice in Wonderland fame) 
published an early version of it in a short and witty note entitled “What the 
Tortoise Said to Achilles.”2 But  there is a question that had not been ad-
dressed: What implications, if any, does all this have for psy chol ogy?

Inferences, we have argued, are made pos si ble by the existence of regu-
larities in the world (general regularities like the laws of physics or local 
regularities like the bell– food association in the lab where Pavlov kept his 
dogs). A regularity that makes an inference pos si ble need not be represented 
as a premise in the inferential pro cess; it can instead be incorporated in a 
dedicated procedure. Intuitive inferences are produced by autonomous 
modules using such procedures. In this perspective, the fact that the recog-
nition of reasons is grounded in intuitive inference suggests that  there must 
be some regularity that a module can exploit in order to recognize reasons. Is 
 there  really such a module? If so, what is the regularity involved? Is  there 
some better alternative account to explain how reasons are identified? In the 
psy chol ogy of reasoning,  these issues are not even discussed.

Psychologists have studied the format in which  people represent prem-
ises and the method by which they infer conclusions from  these premises 
(this is what the debate between “ mental modelers” and “ mental logicians” 
that we evoked in Chapter 1 was all about). Much less studied is when and 
how  people infer that specific premises provide a reason for a specific con-
clusion. The fact that reasons must ultimately be grounded in intuitive infer-
ence has been  either ignored or deemed irrelevant, as if this ultimate intuitive 
grounding of reasons  were too far removed from the  actual pro cesses of 
reasoning to be of consequence to psy chol ogy. Actually, just the opposite is 
the case.

In everyday reasoning, higher- order reasoning about reasons is quite rare. 
Most of the reasons  people use are directly grounded in intuitive inference. It 
is intuitively obvious, for instance, that the pavement being wet is a reason to 
infer (with a risk of error) that it has been raining. When the intuitive grounding 



Could Reason Be a Module? 133

of reasons is indirect, the chain is short. A fastidious reasoner might add one 
extra step: intuitively, the most likely explanation of the pavement being wet 
is that it has been raining; hence the pavement being wet is a reason to infer 
that it has been raining. Even in more formal reasoning, where  people do 
reason about reasons, the intuitive ground is never very far. What makes rea-
soning pos si ble, not just in princi ple but in practice, is the  human capacity to 
intuitively recognize reasons.

The  whole dual pro cess approach of Evans, Kahneman, Stanovich, and 
 others that we considered in Chapter 2 has at its core the assumption that in-
tuitive inference and reasoning are achieved through two quite distinct types 
of mechanisms. We disagree. One of the main claims of this book is that rea-
soning is not an alternative to intuitive inference; reasoning is a use of intui-
tive inferences about reasons.

What makes  humans capable of inferring their reasons is, we claim, their 
capacity for metarepre sen ta tional intuitive inference. To articulate this claim, 
we revisit and expand ideas introduced in Chapters 3 through 5 about three 
topics essential to understanding the  human mind: intuitions, modules, and 
metarepre sen ta tions.

Intuitions about Reasons

Intuitions, we suggested in Chapter 3, are produced neither by a general fac-
ulty of intuition nor by distinct types of inferential pro cess. They are, rather, 
the output of a  great variety of inferential modules, the output of which is to 
some degree conscious while their operations remain unconscious. Our ques-
tion now is: Is  there a module that draws intuitive inferences about reasons? To 
answer, we must first sharpen our understanding of intuitions generally.

The inferential mechanisms that produce intuitions, that is, conscious con-
clusions arrived at through unconscious pro cesses, are quite diverse.  There 
is no intrinsic feature of intuitive inference that they would all share among 
themselves but not with other types of inference. By way of illustration,  here 
are two cases of inference that are clearly both intuitive but that other wise have 
very  little in common.

Drawing on earlier work by Wolfgang Köhler (one of the founding  fathers 
of Gestalt psy chol ogy), the neuroscientist Vilayanur Ramachandran and the 
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psychologist Edward Hubbard presented  people with two shapes from 
Figure 14.

They told them, “In Martian language, one of  these two figures is a bouba 
and the other is a kiki. Try to guess which is which.” Ninety- five  percent of 
 people picked the left figure as kiki and the right as bouba.3 The strong intuition 
that it should be so is based, it seems, on a synesthetic association between 
sounds and shapes.  Here intuition is close to perception.

The bouba– kiki intuition is quite concrete. Other intuitions are quite ab-
stract. The En glish phi los o pher G. E. Moore noted in 1942 that it would be 
absurd to make a statement of the form “P, but I  don’t believe that P” such 
as, “It is Monday, but I  don’t believe that it is Monday.” This observation is 
intuitively obvious, but it is not that easily explained. Contrary to what may 
seem, the proposition  isn’t self- contradictory: it could very well be true that 
it is Monday and that I  don’t believe that it is. The absurdity  isn’t in what is 
stated but in its being stated in the first person and in the pres ent tense. That 
much is clear, but it  isn’t enough to explain the intuition of absurdity. In fact, 
while the intuition of “Moore’s paradox” is uncontroversial, its explanation 
remains to this day a topic of controversy among phi los o phers.4

As the bouba– kiki and the Moore paradox examples illustrate, what ren-
ders some conclusions intuitive is neither their content nor the way in which 
they are produced. It is the kind of confidence we have in  these conclusions. 
Intuitions are distinguished not by their cognitive features, but by their meta-
cognitive features.5

Figure 14. Kiki and Bouba.
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Confidence in our intuitions is unlike confidence in our perception or in 
our memory. Perception is experienced as a direct registration of how  things 
are. Correctness of perception is generally taken for granted. Similarly, the way 
we use memory at  every moment of our life is experienced as the direct recall 
of information that had been mentally stored. When perception and memory 
work fluently and unhampered, we are wholly unaware of the inferential work 
they involve.

We experience intuitions, on the other hand, as something our mind 
comes up with rather than as information that we just pick up from the envi-
ronment or from memory. Our confidence in our intuitions is confidence in 
our mind’s ability to go beyond the information given, in other terms, to draw 
inferences. It is not just that our intuitions feel right; we feel that we are right 
in coming up with them. The conclusions of intuitive inferences are experi-
enced as personal thoughts. When we think of objective reasons to justify 
our intuitions, we readily assume that we must have had  these objective rea-
sons in mind to produce  these intuitions. This sense of cognitive competence 
 needn’t be conceptually articulated. It may be just a metacognitive feeling 
that is activated only to the degree to which we pay attention to our intuition. 
Still, we claim, it is this distinctive kind of self- confidence that characterizes 
intuitions.

We have rejected the old idea that intuitions are the outputs of a distinct 
faculty of intuition and the currently fash ion able idea that they are the out-
puts of a system 1 type of mechanisms of inference. This raises a puzzle. If, in 
and of themselves, intuitions are neither similar to one another nor distinct 
from other types of inference, why should we group them together and dis-
tinguish them from other  mental states at all? Why do we have this special 
form of self- confidence that makes us set apart as intuitions some inferences 
that do not have that much in common other wise?

Why indeed do we have intuitions at all?  Here, as an aside, is a speculative 
answer. To distinguish a thought of your own as an intuition is to take a stance 
of personal authority on the content of that thought. This stance, we suggest, 
is less relevant to your own individual thinking than it is to the way in which 
you might communicate that thought to  others. An intuition is a thought that, 
you feel, you may assert on your own authority, without an argument or an 
appeal to the authority of a third party. To make an assertion (or propose a 
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course of action) on the basis of your intuition is a social move that puts  others 
in the situation of having  either to accept it or to express distrust not just in 
what you are saying but in your authority for saying it. By expressing an intu-
ition as such, you are raising the stakes: you stand to gain in authority if it is 
accepted, and to lose if it is not. Even if your assertion is rejected, however, 
putting it forward as an intuition of yours may help you withstand the authority 
or arguments of  others. Intuition may license stubbornness, which sometimes 
is a sensible social strategy.6

Metacognition can take not only the simpler form of evaluative feelings 
but also the more elaborate form of metarepre sen ta tional judgments.7 Say 
you are asked how long it  will take you to finish writing the paper you have 
been working on. You reply, “A  couple of days,” but your feeling of self- 
confidence  isn’t very strong. Thinking about it, you are more confident that 
finishing the paper  will take you at least a  couple of days. What is involved 
now is more elaborate than a mere metacognitive feeling. You are metarep-
resenting two repre sen ta tions (I  will have finished writing the paper in a 
 couple of days, and .  .  . in at least a  couple of days) and comparing your 
relative confidence in them. This time, metacognition is also metarepre sen-
ta tional. Distinguishing mere metacognitive feelings and more elaborate 
metacognitive metarepre sen ta tions is, we  will show, essential to understanding 
reasons.

Our intuitions result from inferences about an indefinite variety of topics: 
bouba and kiki, Moore’s paradox, the mood of a friend, or what film we might 
enjoy. Our metarepre sen ta tional abilities make us, moreover, capable of having 
intuitions about our intuitions.

Metarepre sen ta tional intuitions about our first- order intuitions may be fo-
cused on vari ous aspects of  these intuitions: they may be, for instance, about 
the reliability of first- order intuitions or about their acceptability to other 
 people with whom we would like to share them. Some of our metarepre sen-
ta tional intuitions are not just about our degree of confidence in our first- order 
intuitions but— and this is crucial to the pres ent argument— they are about the 
reasons for  these intuitions.

You arrive at the party and are pleased to see that your friend Molly is 
 there too. She seems, however, to be upset. When you have a chance to talk 
to her, you say, “You seem to be upset to night.” She replies, “I am not upset. 
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Why do you say that?” Just as you had intuited that she was upset, you now 
intuit reasons for your initial intuition.  Here are what your two intuitions 
might be:

First- order intuition: Molly is upset.
Metarepre sen ta tional intuition about your reasons for your first- order in-
tuition: the fact that Molly  isn’t smiling and that her voice is strained is 
what gives me reasons to believe that she is upset.

You want to go to the cinema and hesitate between Superman 8 and Star 
Wars 12. You intuitively decide to go and see Superman 8. The film turns out 
to be rather disappointing, and you ask yourself why you had made that choice. 
An answer comes intuitively:

First- order intuitive decision: To go to see Superman 8.
Metarepre sen ta tional intuition about your reasons for your first- order in-
tuitive decision: The fact that you had enjoyed Superman 7 more than 
Star Wars 11 was your reason for deciding to go to see Superman 8 rather 
than Star Wars 12.

We typically care about our reasons when our intuitions are challenged by 
other  people or by further experience.

We have intuitions not only about our reasons for our own intuitions but 
also about other  people’s reasons for their intuitions. You have spent a few 
hours inside, in a windowless conference room; you are now walking out of 
the building with your colleague Lin. The sky is blue, as it was when you 
walked in, and yet Lin says, “It has been raining.” What reasons does he have 
to say that? Yes, it is a bit cooler than you might have expected, but is this 
enough to justify Lin’s intuition? You look around and see a few puddles. 
Their presence, you intuit, provides a reason for Lin’s assertion:

Lin’s intuition: It has been raining.
Metarepre sen ta tional intuition about Lin’s reasons for his intuition: The 
fact that  there are puddles is Lin’s reason to assume that it has been 
raining.



138 Rethinking Reason

If, moreover, you think that the reason you attribute to Lin is a good reason, 
you  don’t have to accept his assertion just on his authority; you now share a 
reason to accept it.

The Reason Module

What is this mechanism by means of which we intuitively infer reasons? What 
is the empirical regularity that makes reasons identifiable as such in the 
first place? While the attribution of reasons is hardly discussed, the attribu-
tion of beliefs and desires has been a central topic of debates in philosophy 
and psy chol ogy. As we saw, a common view— about which we expressed 
reservations—is that the regularity that helps us attribute beliefs and in-
tentions to  people is the presumption that they are rational beings. Couldn’t 
such a presumption of rationality help us identify  people’s reasons? Should 
one attribute to  others reasons that make their beliefs and intentions rational?

And what about our own reasons? How do we come to know them—or 
think we know them? Are the identification of other  people’s reasons and that 
of our own reasons based on one and the same mechanism, or on two dis-
tinct mechanisms operating in quite diff er ent ways?

As we saw in Chapter 7,  there are good grounds to reject the idea that 
 there is a power or a faculty of introspection that allows us to directly read 
our own mind. Moreover, it is not that we had reasons in mind when reaching 
our intuitive conclusions, reasons that we might then introspect if  there  were 
such a  thing as introspection. Rather, we typically construct our reasons  after 
having reached the conclusions they support. In order to attribute reasons to 
ourselves, then, we have to infer them, just as we have to infer the reason we 
attribute to  others. Of course, we typically have much richer evidence about 
ourselves. We have some degree of direct access to our sensations and feel-
ings. We can talk to ourselves in inner speech. Notwithstanding  these differ-
ences in the evidence available, the way we draw inferences about our own 
reasons should be, in essential re spects, similar to the way we draw infer-
ences about the reasons of  others.

Does this mean that, when we attribute reasons to ourselves or to  others, 
we must be using as a premise the presumption that we (or they) are rational 
and tend to come to conclusions for which we (or they) have good reasons? 
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No, from a modularist point of view, regularities— such as the regularity that 
 humans tend to think and act rationally— can be exploited by modular pro-
cedures without being represented as premises at all. We may, in other terms, 
exploit properties of  human rationality in order to attribute reasons to  others 
or to ourselves without having to entertain any general thought about  human 
rationality itself.

 There is both something appealing and something quite problematic about 
giving a central role to rationality in the discovery of reasons ( whether in a 
standard or in a modularist perspective). What is appealing is the highlighting 
of a close link between reasons and rationality. It seems commonsensical that 
if we  weren’t rational, we  wouldn’t understand reasons, let alone care for them. 
If reasons  weren’t rational to some sufficient degree, we would not even rec-
ognize them as reasons.

What is much more problematic is the idea that a general  human tendency 
to think rationally (together with some specific information about each case) 
should be enough to guide us in identifying reasons. For any rational belief 
or intention,  there is an indefinite variety of quite diff er ent pos si ble reasons, 
all compatible with the kind of limited evidence that might be available, which 
would rationally justify it.

Perhaps Lin’s assertion that it had been raining  wasn’t based at all on the 
observation of the puddles. For all you know, it might have been based on his 
superior competence at recognizing and interpreting changes in the air’s tem-
perature and humidity; or perhaps he had noticed, while you  were both in 
the conference room, someone entering with a wet umbrella; or he may have 
had quite diff er ent reasons that you have no clue about. What this means is 
that just looking for pos si ble objective reasons that might have been acces-
sible to a person  doesn’t come near being an effective heuristic to discover 
that person’s  actual reasons.

When we talked about mindreading in Chapter 6, we encountered a similar 
prob lem. Rationality  doesn’t by itself provide an adequate basis to attribute 
beliefs and intentions. The attribution of such  mental states, we argued, takes 
advantage of the modular organ ization of the mind. What it exploits is not 
rationality as a general feature but the specific features of vari ous cognitive 
competencies that  humans share (and that jointly make them rational beings). 
This, we now suggest, is also true of the attribution of reasons. To attribute 
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reasons to  others or to themselves,  humans rely less on their overall ratio-
nality than on the effectiveness of some specific competencies.

Back to Molly at the party. She challenges you to explain why you said she 
was upset. To answer, you have to draw a backward inference from your ini-
tial intuition about her mood to reasons that would justify your intuition. You 
do not know for sure what might have triggered this intuition, but you are well 
equipped to make plausible assumptions.

You are not just a rational being; you have the typical  human ability to 
recognize emotions. You have a well- developed expertise to use facial ex-
pressions, tone of voice, bodily movements, and so on as evidence of mood, 
allowing you to “read” the mood of  others. While you cannot remember the 
cognitive pro cess that led to your intuition— processes of intuitive inference 
are essentially opaque— you remember  things you noticed when you met 
Molly this eve ning and that are standard indicators of moods: she was not 
smiling, her tone of voice was strained, and so on. So, you pick from what you 
remember (or from what you are presently noticing) pieces of evidence that 
might best justify your intuition that Molly is upset; you then infer that  these 
 were the reasons for your intuition.

Typically, your intuition about a person’s mood is triggered by a combina-
tion of  factors, many of which you are not even aware of, and that each makes 
some contribution to your intuition in the context of all the  others. When you 
single out some pieces of evidence as being the reasons for your intuition you 
are typically exaggerating their weight as evidence, but this may be the con-
dition for producing a relevant narrative.

Your memory, as we saw in Chapter 3, is not a mere recall of past registra-
tions. It is constructive, and it often “remembers” features that help make 
better sense of what happened, even when, in fact, you  hadn’t observed  these 
features at the time. It may be, for instance, that you  hadn’t noticed that Mol-
ly’s tone of voice was strained  until she asked you why you thought she was 
upset. Still,  because it fits so well with your intuition that Molly was upset, 
this feature is injected into your memory of what you think caused your intu-
ition in the first place. The strength of the reasons you now invoke is itself 
inferred. It is inferred from the confidence you have in your own intuition: if 
your intuition feels right, then your reasons for this intuition must be strong. 
You look for plausible strong reasons and assume that they are the reasons 
that motivated you.
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We intuitively infer our reasons for some specific intuition not on the gen-
eral presumption of our own rationality, but on a much narrower confidence 
in the specific kind of competence that produced this intuition. Our feeling 
of rightness when we intuit the mood of a friend is based on our sense not 
that we are rational beings but that we are competent at judging  people’s mood 
and particularly the mood of  people we know well.

When you have to infer the reasons that led another person to a given 
conclusion, your task is, again, to draw a backward inference from this con-
clusion to the kind of reasons that could explain and, at least to some extent, 
justify it.8 When you walked out of the building with Lin and he said, “It has 
been raining,” you looked around and, seeing puddles, you assumed that their 
presence provided a good reason for Lin’s assertion. Why do you intuit that 
the puddles provide a reason to infer that it has been raining?  Because, just 
like Lin, you have the competence to recognize evidence of the weather. When 
Lin’s statement  causes you to pay attention to the telltale puddles, you your-
self intuit that it must have been raining. Since you trust your own inference 
from the puddles to the rain, you make the higher- level inference that the pres-
ence of such puddles is a good reason, for  others or for yourself, to conclude 
that it just rained, and you further infer that this may well have been Lin’s 
reason.

What about cases where we  don’t share  others’ intuitions? Suppose that 
when Lin said it had been raining, you saw the puddles but  didn’t intuit that 
it must, only that it might have been raining. In fact, paying more attention, 
you notice that the puddles— and  there  aren’t that many— are all in the same 
limited area in front of you. You are now more disposed to infer that just the 
grounds in front of you happen to have been watered and that, no, it  didn’t 
rain. Still, puddles did evoke in you the possibility of rain: they  were a prima 
facie reason to infer that it might have been raining, but it turns out not a good 
enough reason. Hence your intuition would still be that Lin’s reason for stating 
that it had been raining prob ably was that he had noticed the puddles, but 
you would now judge this to be a poor reason. If, on the other hand, no pos si ble 
evidence of rain had come to your mind, then you might have no intuition 
about Lin’s reasons. You might just be and remain puzzled by his statement.

The attribution of reasons, to  others or to oneself,  needn’t be more than a 
rather superficial affair. One searches the environment or memory for some 
 actual or plausible piece of information (Molly’s strained voice, puddles) that 
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could be invoked both to explain and to justify an intuition. If such a piece of 
information is found, it is assumed to be the  actual reason for one’s own intu-
ition, a probable reason for someone  else’s.

Contrary to the commonsense view, what happens is not that we derive in-
tuitive conclusions from reasons that we would somehow possess. What we 
do, rather, is derive reasons for our intuitions from  these intuitions themselves 
by a further pro cess of intuitive backward inference. We infer what our rea-
sons must have been from the conclusions we intuitively arrived at. We typi-
cally construct our reasons as an after- the- fact justification.

We attribute reasons to  others in the same way: to the extent that we trust 
their competence, we tend to trust their intuitions and to infer their reasons 
through the same pro cess of backward inference. When we  don’t trust their 
competence, a similar pro cess of backward inference  will  settle for apparent 
reasons that we ourselves find too weak or flawed to justify their intuitive con-
clusions but that they may have found good enough. When we believe  others 
to be mistaken, we are typically content to attribute to them blatantly poor 
reasons.

We infer our reasons so that they should support our intuitive conclusions. 
We assess the strength of other  people’s reasons on the basis of our degree of 
agreement with their conclusions. Does this mean that this search for reasons 
is a purely cosmetic affair, a way of dressing up our naked biases just to look 
good in our own eyes and to have  others look good or bad depending on 
 whether we agree or disagree with them? Is  there no cognitive benefit to be 
expected from the pro cess? No, this  wouldn’t make much sense. If every body 
just stood by their initial intuitions, come what may, reasons would be alto-
gether irrelevant.

Reasons, we have argued, are for social consumption.  People think of 
reasons to explain and justify themselves. In so  doing, they accept responsi-
bility for their opinions and actions as justified by them; they implicitly 
commit themselves to norms that determine what is reasonable and that they 
expect  others to observe. In giving reasons,  people take the risk of seeing 
their reasons challenged. They also claim the right to challenge the reasons 
of  others. Someone’s reputation is, to a large extent, the ongoing effect of a 
conversation spread out in time and social space about that person’s reasons. 
In giving our reasons, we try to take part in the conversation about us and to 
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defend our reputation. We influence the reputation of  others by the way we 
evaluate and discuss their reasons.9

So, no, we  don’t invoke reasons for some inane ego- boost, but, yes, the 
very way we infer our reasons is biased in our  favor. We want our reasons to 
justify us in the eyes of  others.  Because they are  going to be submitted to  others’ 
judgment, reasons may be rethought and revised to be better accepted. Some-
times this means revising, moreover, the conclusions that our reasons support: 
changing opinion or course of action so as to better be able to justify ourselves. 
Reasons and conclusions may, in the end, have to be mutually readjusted.

 There is, we are assuming, a dedicated metarepre sen ta tional module, the 
job of which is to infer reasons, ours and  those of  others. Its job is not to pro-
vide a psychologically accurate account of the reasons that motivate  people. 
In fact, the implicit psy chol ogy— the presumption that  people’s beliefs and 
actions are motivated by reasons—is empirically wrong. Giving reasons to 
justify oneself and reacting to the reasons given by  others are, first and fore-
most, a way to establish reputations and coordinate expectations.

Does it follow that the reasons we give and expect  others to give are merely 
adjusted to some local consensus, some culturally constructed notion of ra-
tionality, and that one  shouldn’t expect  people’s reasons to be rational in an 
objective sense of the term? No, this  doesn’t follow at all. The reasons  people 
give play a much more impor tant role than just signaling that they are norm- 
abiding members of their social group.  People get the good reputation they 
care about when they are seen as reliable sources of information and as effec-
tive partners in cooperation.  There is no way they could maintain over time 
such a reputation without the basic kind of objective rationality that makes 
them draw cognitively sound inferences and act effectively. To serve their rep-
utational purpose, the personal reasons  people invoke should be recognized 
by  others as representing objective reasons, and the best way to secure this 
recognition is, at least, to invoke reasons that, objectively, are good or at least 
not too bad.

A cultural community may  favor certain types of reasons such as reliance 
on specific authorities. It may unequally recognize the competence of  women 
and men, young and old, socially inferior and superior, in invoking reasons. 
It may condone some irrational reasons, such as premonitory dreams. What 
a community cannot do is build a battery of reasons all of its own. Everywhere, 
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 people’s intuitions about reasons are anchored in cognitive competencies that, 
to a large extent, they share as members of the  human species, competencies 
that contribute to  humans’ cognitive efficiency, that is, rationality in a basic 
sense of the term. Without such cognitive anchoring, we doubt that any norms 
of rationality could ever emerge and be maintained in a social group.

Our reasons tend to be rational  because, in the first place, our intuitions 
tend to be rational. What  humans do and, presumably, other animals  don’t 
do is add to their spontaneous inferences higher- level repre sen ta tions of rea-
sons for  these inferences.  These reasons are not what makes  human inferences 
rational in the biologically relevant sense of cognitively efficient. What  these 
reasons help do, rather, is represent our inferences as rational in a diff er ent, 
socially relevant sense of the term where being rational means, precisely, being 
based on personal reasons that can be articulated and assessed.10 The public 
repre sen ta tions of beliefs and intentions as guided by personal reasons are a 
fundamental aspect of  human social interaction.  These repre sen ta tions, we 
suggest, are produced by a dedicated metarepre sen ta tional module. All our 
reasons are, directly or indirectly, outputs of this module.

Could, then,  human Reason (with the capital R used in classical philos-
ophy) be a module? Have we found it? Should the next step be the localiza-
tion of the Reason module in the brain? No, no, and no. Classical ideas 
about Reason are not about a psychological mechanism but about an essential 
and transcendental feature of the  human mind as a  whole. In any case, we 
have not found any module; we are merely speculating, with, we hope, sen-
sible arguments, that the identification of reasons might well be the job of a 
dedicated module. If we are right and  there is such a module, it would have 
indeed to be realized in some neural structure, but that structure  needn’t 
occupy— and occupy alone— a single locus in the brain. In any case, such a 
module for inferring reasons  wouldn’t correspond to Reason as classically 
understood.

Descartes and many other phi los o phers have sung praises of Reason (while 
other thinkers have been less lyrical). The module we are talking about, if it 
exists, would not be something  humans would want to brag about as they have 
bragged about Reason. Still, the closest  thing to classical Reason to be found 
in the  human mind / brain may well be this module. We  will therefore call it 
the reason module with a modest, lowercase r.
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Can the Reason Module Reason?

The reason module is, at least in part, aimed at producing justifications and 
is very much biased in our  favor. How could the reasons it produces ever im-
prove on our intuitive inferences if they are inferred from them through 
backward inference? How could it help in reasoning? How could our evalu-
ation of other  people’s reasons ever be more than a projection of our self- 
serving prejudices? How could we ever be convinced by the reasons of 
 others to change our own views?

Part of the answer is that our first- order intuitions (about Molly’s mood, 
the rain, and the vast variety of  things about which we have such intuitions) 
are delivered by a  great many modules, while our metarepre sen ta tional intu-
itions about reasons for our first- order intuitions are delivered by one 
metarepre sen ta tional module that just works on reasons. First- order modules 
draw all kinds of inferences about objects in their domain of competency by 
exploiting regularities in their domain. The metarepre sen ta tional module in-
volved draws inferences in its domain of competence; it draws, that is, infer-
ences about the relationship between reasons and conclusions. To do so, it 
attends to relevant properties of this relationship. Some intuitions may come 
easily to us and feel quite strong, but finding reasons that feel as strong as  these 
intuitions themselves may not come so easily. Low confidence in reasons for 
an intuition may undermine initially high confidence in that intuition.

We may, for instance, have an evolved disposition to accept impor tant risks 
for exceptional opportunities. Such a disposition, possibly advantageous on 
average in a distant ancestral past, may, in the modern world, easily be ex-
ploited by swindlers.

Jeb, for instance, has an immediate intuition that if he responds favorably 
to a message he just received from the  widow of a rich banker asking him to 
help her transfer millions of dollars to his country, he  will become extremely 
rich, but then he may have trou ble finding credible reasons— reasons that he 
could share with his  family and friends—in support of this intuition. He may 
initially dismiss his friend Nina’s warning that this is a scam, but then he might 
soon enough find good reasons for her warning. His skeptical intuitions about 
reasons are diff er ent from and better than his enthusiastic intuition about his 
good fortune.
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 Others often express intuitions that differ from ours. When trying to ex-
plain  these intuitions that we do not share, we may nevertheless intuitively at-
tribute to them reasons that we find good or even compelling, leading us to 
revise our initial intuition. A friend of Nikos and Sofia asks them to solve the 
following prob lem (actually, a prob lem much studied in recent psy chol ogy of 
reasoning).11 A bat and a ball together cost 1.10 euros. The bat costs one euro 
more than the ball. How much does the ball cost? For Nikos, the intuitive an-
swer is that the bat costs ten cents. To his surprise, Sofia answers, “The ball 
costs five cents.” Seeing him puzzled, she continues, “If the ball costs five cents, 
then the bat must cost 1.05 euros . . .” Before she finishes, he sees it: the dif-
ference is one euro, as required! This, he intuits, must be Sofia’s reason for 
her answer, and it is a good reason. He therefore rejects his own initial intu-
ition that the ball must cost ten cents and accepts Sofia’s answer.

The strength of our first- order intuitions and that of our corresponding 
metarepre sen ta tional intuitions need not match. Reasons may strengthen or 
undermine our first- order intuitions, and sometimes lead to revisions. Rea-
sons, then, need not be mere stamps of approval on our first- order intuitions.

 Don’t, however, take Jeb’s or Nikos’s example as typical. Jeb’s initial in-
tuition went against common wisdom. It was clear enough that he would 
have to justify himself if he acted on it; plausible justifications  were hard 
to come by. And then he had Nina’s help in finding reasons to reconsider. 
Similarly, Nikos might not have revised his solution to the bat- and- ball 
prob lem if Sofia had not come up with a diff er ent solution and started 
 explaining it. Few of our intuitions are as blatantly stupid as Jeb’s or as 
demonstrably false as Nikos’s. Most of our first- order intuitions are at least 
plausible, and backward inference usually yields plausible second- order rea-
sons to justify them.

 Unless our reputation is at stake, we are unlikely to seriously examine our 
own first- order intuitions in the light of our metarepre sen ta tional intuitions 
about reasons. Even if we do, the reasons that come easily to our mind are 
likely to confirm or even strengthen our initial intuitions. And even if  there is 
a mismatch between our first- order intuitions and our second- order intuitions 
about reasons, we may not automatically trust the latter more than the former. 
Victims of scams like Jeb may have some higher- order doubts but fall into 
the trap all the same: first- order intuitions are too strong. So the fact that our 
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first-  and second- order intuitions might not match  doesn’t, by itself, make 
us wise.

We began this book with a double enigma, the second part of which was: 
How come  humans are not better at reasoning, not able to come, through rea-
soning, to nearly universal agreement among themselves? It looks like now 
we might have overexplained why diff er ent  people’s reasons should fail to con-
verge on the same conclusion and ended up with the opposite prob lem: If 
the reason module is geared to the retrospective use of reasons for justifica-
tion, how can it be used prospectively to reason? How come  humans are ca-
pable of reasoning at all, and, at times, quite well?



Reasons can justify an opinion already formed or a decision already made— 
this is the retrospective use of reasons. But what if you have a question in 
mind that you  don’t know how to answer, a decision to make but you are 
not sure which?  Isn’t this where a prospective use of reasons— reasoning 
proper— should help? In princi ple, yes. If your intuitions on the issue are 
not clear or strong enough to sway you one way or another, nothing could 
be better, it seems, than to think in an impartial way of reasons showing 
which answer is right or which decision is best. Is this, however, what the 
reason module helps you do?

Intuitive Arguments, Reflective Conclusions

The intuitions the reason module provides are not, we have stressed, about 
facts that could be a reason for some unspecified conclusion; their form is not 
“P is a reason” (for example, “That Amy has a fever is a reason”).  These in-
tuitions are about facts taken together with the conclusion that they support; 
their form is “P is a reason for Q” (for example, “That Amy has a fever is a 
reason to call the doctor”).

In both justification and reasoning, the output of the reason module is a 
higher- order conclusion that  there are reasons for a lower- order conclusion. 
In the case of justification, the lower- order conclusion has already been pro-
duced and possibly been acted upon; say, Amy’s parents have already called 
the doctor. What is now added is the higher- order conclusion that Amy having 
a fever justified this decision. This retrospective justification may work even 

9

Reasoning: Intuition and Reflection
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if Amy’s parents called the doctor just  because she was feeling dizzy, before 
they actually took her temperature.

In reasoning, the reason module produces not one but two new conclu-
sions, the second conclusion embedded in the first. The first conclusion 
is the higher- order argument itself, that is, the metarepre sen ta tional intu-
ition that such- and- such reasons support a par tic u lar conclusion: Amy’s 
fever is a good reason to call the doctor now. The second new conclusion is 
the conclusion— Let’s call the doctor!— embedded in the overall argument and 
supported by it.

If you catch a fish that has just swallowed another fish  whole, you catch 
two fish at once. Similarly, if you infer that some new conclusion is sup-
ported by good reasons, you infer two new conclusions at once: the  whole 
argument and the conclusion the argument supports. When the embedded 
conclusion is relevant on its own, as is generally the case in reasoning, you 
may disembed it and assert it, store it in memory, or use it as a premise in 
further reasoning.

Two illustrations:
You are quite confident that you have left a book you need in your study, 

but however hard you look, you fail to find it. You try to think where  else it 
might be, and you think, yes, it might also be in the living room. At this point, 
you reach a conclusion in the form of an argument:

Argument: Since I’m pretty sure the book is  either in the study or in the 
living room and I cannot find it in the study, I should look for it in 
the living room.

This is the kind of argument one typically accepts without considering higher 
reasons for it. Given that an intuition, simply defined, is a conclusion ac-
cepted without attention to, or even awareness of, reasons that support it, 
your argument as a  whole is definitely an intuitive conclusion, an intuition. 
This intuitive conclusion, however, is about reasons and about the support 
 these reasons give to a second conclusion, which is embedded in the 
argument:

Embedded conclusion: I should look for the book in the living room.
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Is the conclusion that you should look for the book in the living room also an 
intuition? No,  because it  doesn’t fit the definition of an intuition. It is,  after 
all, supported by reasons, reasons that you very much have in mind. In fact, 
it occurs embedded in a repre sen ta tion of  these very reasons.

If the conclusion embedded in an argument is not an intuitive conclusion, 
what kind of conclusion is it? It is a reasoned conclusion, or, to use a term 
common in the lit er a ture on reasoning and that we have often used ourselves,1 
a reflective conclusion, a conclusion accepted  because of higher- order thinking 
(or “reflection”) about it. As this example illustrates, the amount of reflection 
that goes into reaching a reflective conclusion may be minimal. Still,  there 
is a difference between intuitively believing, without any reasoning involved, 
that you should look for the book in the living room and having intuitive 
reasons for this conclusion.2

 Here is a second example of a reflective conclusion, this time involving a 
 little more reflection. You are sitting with a friend in a café. She challenges you: 
“I offer you two bets. Accept one of the two bets, and if you win it, I’ll pay for 
the drinks.” The two bets she offers are the following:

Bet A: You win if at least three of the next five  people to enter the café 
are males.
Bet B: You win if at least three of the next six  people to enter the café are 
males.

Without having to consider higher- order reasons, you conceive of an intui-
tive argument that helps you choose one bet.

Argument: The chances of winning bet B are greater than the chances 
of winning bet A, making bet B the better choice.
Embedded conclusion: Bet B is the better choice.

Your conclusion that bet B is preferable is supported by your intuition about 
your relative chances of winning the two bets. This intuition provides a reason 
for what is, therefore, a reflective conclusion.

What  these two examples show is that a reflective conclusion need not be 
the output of a mechanism of reflective inference that could be contrasted to 



mechanisms of intuitive inference. A reflective conclusion may be an indirect 
output of a pro cess of intuitive inference. The direct output of this pro cess is 
an intuitive conclusion about reasons R1, R2, . . .  , Rn for some conclusion C—
in other terms, an argument; the indirect output is the reflective conclusion C. 
This is represented in  Table 1.

We want to make an even stronger claim: not just some but all reflective 
conclusions in  human thinking are indirect outputs of a mechanism of intui-
tive inference about reasons.

In the basic and most common cases (for instance, in the misplaced 
book or the choice of bet illustrations we just gave), a reflective conclusion 
is embedded in an intuitive argument. In slightly more complex cases, 
 there may be not one but two levels of embedding, with an intuitive argu-
ment supporting a reflective argument that itself supports a final reflective 
conclusion.

Take the bet example. We described you as having the intuition that the 
chances of winning bet B are greater than the chances of winning bet A. This 
intuition would give you a strong argument for choosing bet B. You might, 
however, be more reflective and accept this argument in  favor of bet B only 
on the basis of a higher- level intuitive argument:

Intuitive argument: If only two of the next five  people to enter the café 
are males, you would lose bet A, but you might still win bet B. All it would 
take is that the sixth person to enter the café be male. Hence, the chances 
of winning bet B are greater than the chances of winning bet A, making 
bet B the better choice.
Reflective argument: The chances of winning bet B are greater than the 
chances of winning bet A, making bet B the better choice.
Reflective conclusion: Bet B is the better choice.
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Table 1 Outputs of the reason module

Types of conclusion Form of conclusion

Direct output Intuitive argument Reasons R1, R2, . . .  , Rn  
support conclusion C

Indirect output Reflective conclusion C
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In this example, the higher- level argument (in which the reflective argument 
and the final conclusion are embedded) is, for most  people, likely to be intui-
tive. For someone who  doesn’t find this more general argument intuitive or is 
unwilling to accept it without reflection, it could itself be embedded in an even 
more general argument about probabilities that would support it.  There may 
be more than two levels of embedding. Still, ultimately, any reflective conclu-
sion is the indirect output of a pro cess of intuitive inference.

It would be a  mistake to assume that higher- order explicit arguments 
make conclusions easier to understand and accept. To take an extreme ex-
ample, for most  people, it is a plain, incontrovertible fact that 1 + 1 = 2. Al-
fred North Whitehead and Bertrand Russell famously devoted hundreds 
of pages of their landmark book, Principia Mathematica,3 to deriving this 
conclusion through a long chain of complex arguments. Very few  people are 
able to follow  these arguments. They  were not aimed, anyhow, at strength-
ening the rock- solid common intuition that 1 + 1 = 2 but at demonstrating 
that it is provable and, in so  doing, at providing logical foundations for 
mathe matics.

What proportion of the many conclusions  humans come to in their life are 
reflective rather than intuitive? What proportion of  these reflective conclusions 
are themselves embedded in reflective rather than intuitive arguments? How 
common are higher and higher- order levels of reflection?  These are empir-
ical questions that have not been properly studied.

Note that the  people who would be most likely to express with the confi-
dence of experts their opinion on the importance of reflection in  human in-
ference are logicians, phi los o phers, and psychologists of reasoning.  These 
experts are hardly typical of the population at large; they commonly resort 
to higher- level arguments as part of their trade. They might be prone, there-
fore, to  mistake their own professional twist of mind for a basic  human trait. 
We surmise that most  human reasoning, even excellent reasoning of the kind 
that is supposed to make us  humans so superior, rarely involves more than 
one or two levels of arguments.

We had suggested in Chapter  8 that the reason module produces, as 
direct output, intuitions about reasons and, as indirect output, reflective 
conclusions supported by  these reasons. If this is right, then  there is no 
need— and, in fact, no room— for a psychological mechanism (“system 2” or 



other wise), the job of which would be to directly produce reflective conclu-
sions. Reasoning can be more or less reflective depending on the degree to 
which the arguments involved are themselves embedded in higher- order 
arguments. More reflective, however, does not mean less intuitive. From 
elementary reflective conclusions directly embedded in an intuitive argument 
to the many- level reflections characteristic of some of the most impressive 
scientific achievements, reasoning is always an output of a mechanism of in-
tuitive inference.

In describing reasoning as a use of intuitions about reasons, we adopt a 
purely psychological approach quite diff er ent from more traditional logicist 
approaches to reasoning.  Doesn’t logic play a central role in reasoning?  Aren’t 
we missing something essential?

To better understand the issue, compare the psy chol ogy of reasoning to 
that of mathe matics. The science of mathe matics itself is about objective math-
ematical facts. The psy chol ogy of mathe matics is about the way in which 
 people learn about  these facts and use them to calculate, for instance, accrued 
interests or the surface of a garden. The psy chol ogy of mathe matics cannot 
be approached in a purely psychological way; mathematical facts have to be 
part of the picture. Similarly, it could be argued, reasoning is the use of objective 
logical facts. Intuitions about reasons that are not about their logical proper-
ties are no more part of reasoning than beliefs about, say, lucky numbers are 
part of mathematical thinking. If this argument is correct, then the psy chol ogy 
of reasoning should have logic at its core.

The acquisition and use of mathematical competence rely on the exis-
tence of mathematical symbols for numbers, operations, and so on. Even 
before the invention of writing, many words in spoken languages served as 
mathematical symbols and allowed a modicum of mathematical competence 
to develop. Logic, likewise, relies on symbols to represent propositions, log-
ical relationships, and so on. The use of a  whole range of specialized symbols 
for logic is relatively recent, but just as in the case of mathe matics, many 
words and expressions of ordinary language can serve as logical symbols. 
Language, so the argument goes, made reasoning pos si ble well before the de-
velopment of more formal logic.

So, according to the classical approach to reasoning, language is essential 
to reasoning. We agree, but for completely diff er ent reasons.
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Reasoning Relies on Language

Reasons, we have argued, are for social consumption. To be socially shared, 
reasons have to be verbally expressed and, indeed, reasons appear on the 
 mental or public scene in verbal form. Reasons may serve to justify oneself, 
to evaluate  others, or to convince  people who think differently. All this involves 
verbal communication.4 Even when you think of reasons on your own, often 
it is as if you  were mentally answering what  others have said or might say, as if 
you  were readying yourself to question  others’ opinions and actions. Even 
when you think of reasons to answer your own questions, it is as if you  were 
engaging in a dialogue with yourself. For this, you resort to inner speech.

Language is uniquely well adapted to represent reasons. To understand a 
reason is to mentally represent the relationship between at least two repre sen-
ta tions: the reason itself and the conclusion it supports; in other words, it is 
a metarepre sen ta tional task. Language and metarepre sen ta tion are closely 
associated (even if metarepre sen ta tion, and in par tic u lar mindreading, may 
well be pos si ble without language).5 Language is a uniquely efficient tool for 
articulating complex metarepre sen ta tions and for communicating them. 
Language, in par tic u lar, may be uniquely well suited to metarepresent rela-
tionships between reasons and conclusions.

Linguistic expressions can be embedded within linguistic expressions, and 
in par tic u lar, sentences can be embedded within sentences: “It is nice” is a 
sentence, and so is “Yasmina said that it is nice.” Several sentences can be em-
bedded in a more complex sentence to articulate a reason. For instance,

Molly  isn’t smiling.
Molly is upset.

are sentences that may represent states of affairs. They can be combined, as in

The fact that Molly  isn’t smiling is a reason to believe that she is upset.

This complex sentence metarepresents the relationship between a reason and 
the conclusion it supports.



To express all kinds of metarepre sen ta tional relationships and in par tic-
u lar reason- conclusions relationships, language offers a variety of linguistic 
devices. Nouns such as “argument,” “reason,” “objection,” and “conclusion” 
can describe statements and their relationships, and so can verbs such as 
“argue,” “object,” and “conclude.” A number of so- called discourse markers, 
such as the connectives “so,” “therefore,” “although,” “but,” “even,” and 
“however,” have an argumentative function: they focus attention on a reason- 
conclusion relationship and give some indication of its character.6

Compare, for instance,  these two pos si ble answers to the question, “How 
was the party?”

a. It was a nice party. Pablo had brought his ukulele.
b. It was a nice party but Pablo had brought his ukulele.

Both answers state the same facts, but they put them in a diff er ent perspec-
tive. In the (a) answer, the information that Pablo had brought his ukulele 
would be understood as an elaboration and a confirmation of the statement 
that it was a nice party; the  music contributed to the success of the party. 
In the (b) answer, on the contrary, what “but” does is suggest that some of 
the consequences you might have inferred from the assertion that it was a 
nice party, such as that every thing went well, do not actually follow in this 
case: yes, it was a nice party, but this was in spite of rather than  because of 
Pablo’s  music.

Argumentative devices such as “but” play a heuristic role in argumenta-
tion. What they do is facilitate inference and suggest which implications should 
and  shouldn’t be derived in the context. According to the classical view, 
however, the main role in verbal reasoning belongs to verbally expressed 
logical symbols—in par tic u lar, logical terms such as “or,” “if . . .  then,” 
“only if,” “and,” and “not” (and other logical devices such as quantifiers and 
modals). Such logical devices are what make it pos si ble to construct a valid 
deductive argument. They are the linguistic tools that make reasoning (or 
at least so- called deductive reasoning) pos si ble.  Really? Are the logical de-
vices the protagonists of reasoning, and other linguistic devices mere sup-
porting characters? We want to tell a diff er ent story.
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The Adventure of the Stolen Diamond and the Missing Premise

Contrary to received wisdom, sound syllogisms (and other sound formal de-
ductions) do not provide compelling arguments in ordinary reasoning. We il-
lustrate why not with a new Sherlock Holmes adventure.

A tele gram is brought to Sherlock Holmes. He reads it, turns, and addresses 
his friend Dr. Watson:

Holmes:  The butler  didn’t steal the diamond. So, it is the gardener who 
did.

Watson, trusting Holmes’s powers of deduction, might be convinced.
According to the standard logicist view, however, Holmes failed to express 

a proper deductive argument. Note that he used an argumentative device, “so,” 
but no logical terms. At best, his statement is an enthymeme, that is, a trun-
cated version of a true logical argument. If so, Holmes could have been more 
explicit:

Holmes:   Either the butler stole the diamond or the gardener did [first 
premise]. The butler  didn’t [second premise]. So the gardener stole the 
diamond [conclusion].

This logical version with the logical terms “or” and “not” corresponds to a 
disjunctive syllogism:

Premises: 1. P or Q
  2. not P
Conclusion: Q

Such a syllogism is said to be valid. When the premises of a valid syllo-
gism are true, the syllogism is said to be not only valid but sound: the conclu-
sion of a sound syllogism is necessarily true. Perhaps Watson recognized the 
full syllogism that Holmes had expressed in a truncated form and was con-
vinced not just by his trust in Holmes’s logical acumen but by the  actual logic 
of the argument.



Does, however, a syllogism that you know to be sound provide you, by it-
self, with a sufficient argument in  favor of its conclusion? It is a common 
 mistake to think so.

Suppose the tele gram Holmes has just received is from the chief of 
police and reads: “The diamond was stolen by the gardener.” Holmes, 
who  until then had no idea who might have stolen the diamond, rightly 
accepts this as a fact, but rather than just report it to Watson, he decides 
to  convey the information in syllogistic form. He might say the following, 
speaking truly:

Holmes:   Either the pope stole the diamond or the gardener did. The 
pope  didn’t. So the gardener stole the diamond.

Holmes’s pseudo- argument is blatantly circular, and Watson should easily 
recognize this: since the pope was never considered a pos si ble culprit, 
Holmes’s only plausible ground for asserting the first premise of the argu-
ment (“ Either the pope stole the diamond or the gardener did”) is that he 
already knew that the gardener stole the diamond and could have said so 
directly. Sure, the syllogism is sound, but Watson would recognize it not as 
a genuine argument but as a somewhat quirky way for Holmes to assert 
what he knew in de pen dently. Watson’s reason to accept that the gardener 
stole the diamond would, in that case, have nothing to do with the logical 
soundness of Holmes’s pseudoargument and every thing to do with his 
trust in Holmes.

In the same circumstances, a disingenuous Holmes could have been just 
as logical and strictly truthful but nevertheless misleading. He could have 
spoken as follows:

Holmes:   Either the butler stole the diamond or the gardener did. The 
butler  didn’t. So the gardener stole the diamond.

Replacing the pope with the butler  doesn’t change a bit the logic of the syl-
logism, nor does it alter its soundness, but it is likely that this time Watson 
would  mistake it for a genuine argument, a reason to accept its conclusion. 
Why?  Because, unlike the pope, the butler might have been suspected, 
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and Holmes might have deduced that the gardener stole the diamond from 
information that the butler  didn’t. Watson could think that Holmes had pro-
duced not only a sound syllogism but also a genuine argument.

More generally, for any fact you happen to know, you can always construct 
a sound syllogism that has this fact as its conclusion and that suggests that 
you came to know this fact thanks to your powers of deduction. Such a syl-
logism, however,  doesn’t give any genuine support to its conclusion. For a syl-
logism to serve as a bona fide argument in support of its conclusion,  there 
must be good, noncircular reasons to accept its premises. This is not a logical 
requirement. From a logical point of view, circularity  isn’t a prob lem. Noncir-
cularity, on the other hand, is a requirement of good reasoning. Hence, when 
a full syllogism is presented on its own as an argument, the argument itself is 
incomplete; it carries an implicit premise. It implies that  there are good, 
noncircular reasons to accept the explicit premises and, as a consequence, 
the conclusion.

The common wisdom is that most arguments ordinarily used in conversa-
tion are, in fact, truncated syllogism (which they sometimes are, but much less 
often than is generally assumed). What we have just shown is that arguments 
consisting just of a syllogism, even a fully explicit one, are themselves trun-
cated arguments: they implicitly convey that their premises are not just true 
but provide genuine reasons to accept the conclusion.  There goes the alleged 
systematic superiority of explic itly laid- out syllogisms over informal statements 
of reasons: both, in fact, provide incomplete arguments.

In Reasoning, Logic Is a Heuristic Tool

Syllogisms are not better arguments for inquisitive or argumentative rea-
soning. They are an altogether diff er ent kind of  thing.7 Syllogisms (and 
deductions generally) are abstract formal or semiformal structures that make 
explicit a relationship of logical consequence between premises and con-
clusion. They may be used for a variety of purposes, but in themselves, 
they  don’t do anything. The arguments used in reasoning, on the other 
hand, are not defined by their structure, which is quite variable, but by 
what they do, namely, provide reasoners with reasons to come to some 
conclusion.



It is a commonplace that merely recognizing a syllogism as valid is not 
a reason to accept its conclusion. We have shown, moreover, why recog-
nizing a syllogism as sound  isn’t a sufficient reason to accept its conclusion 
 either. Only if you have in de pen dent reasons to accept its premises may a 
sound syllogism give you a reason to accept its conclusion. What the syllogism 
does, in such a case, is help you see how the reasons in  favor of the premises 
are also reasons in  favor of the conclusion.

What if you take a given syllogism to be sound and you do have good non-
circular reasons to accept the premises?  Shouldn’t you, in this case, accept 
the conclusion? The answer is again no. What you have now is a reason 
 either to accept the conclusion or to change your mind about at least one of the 
premises. This is far from being a mere theoretical possibility or a rarity. Ac-
tually, a common use of syllogisms in reasoning is to bring  people to revise 
their beliefs by showing them that  these beliefs entail consequences that they 
have strong in de pen dent reasons to reject.

A reductio ad absurdum, as this form of argumentation is called, consists 
in arguing against a claim by showing that it leads to an absurdity, or at least 
to a manifest falsehood.8 Suppose that Watson answered Holmes’s apparent 
demonstration that the gardener was the thief by informing him, “My dear 
Holmes, your syllogism is, as usual, impeccable but your conclusion cannot 
be true: the gardener had a heart attack and died the day before the diamond 
was stolen; I happen to be the doctor who signed the death certificate!” Wat-
son’s testimony would override the words of the chief of police. The very logi-
cality of the syllogism would then force Holmes to reject at least one of its 
two premises: perhaps the thief was neither the butler nor the gardener but 
someone  else, or  else the thief must have been the butler  after all.

Most ordinary inquiries and arguments are about empirical facts. They in-
volve premises that, even when we accept them as true, are less than certain 
and admit of exceptions. A conclusion derived from such premises inherits 
their precariousness. A syllogism with premises that are not strictly true is not 
a strict proof. As a result, having a good or even a compelling reason to reject 
the conclusion of a syllogism should cause one to reconsider the premises—
to reconsider them, yes, but not necessarily to reject them completely. What 
may happen rather is that a premise, rather than being simply rejected, is rec-
ognized to have exceptions.
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To illustrate, we adapt the case of Mary having an essay to write (which 
Ruth Byrne used to argue that modus ponens deductions can be “suppressed,” 
as we saw in Chapter 1).

Tang and Julia are Mary’s flat mates. They won der  whether she  will be back 
in time for dinner:

Tang:  Well, if Mary has an essay to write, she stays late in the library.
Julia:  Actually, she does have an essay to write. Let’s not wait for her!

So they prepare the dinner, set the  table, and open the wine, and then, just as 
they are about to sit down, Mary arrives.

Julia:  We thought you had an essay to write and you would stay late in 
the library.

Mary:  I do have an essay to write, and if the library had remained open, I 
would have stayed  there.

Tang:  A glass of wine?

Tang’s and Julia’s initial statements provided the two premises of a condi-
tional syllogism, the conclusion of which was that Mary would stay late in the 
library (and hence not be back in time for dinner). They both initially accepted 
this conclusion but then, obviously, had to reject it when Mary appeared. 
Mary’s explanation, however, showed that their premises had been credible, 
and their reasoning sensible; the prob lem was just that the circumstances  were 
not quite normal.

A statement like Tang’s, “If Mary has an essay to write, she stays late in the 
library,” was not intended or understood to express a necessary truth or an 
undisputable empirical fact. Like most such statements in ordinary life, it ex-
pressed high probability in normal conditions— but then, conditions are not 
always normal. Tang had no need to qualify his statement by saying something 
like “prob ably” or “in normal conditions”; this is how Julia would have under-
stood it anyhow. Mary’s unexpected return shows that the two premises of 
the syllogism  were not a sufficient condition to accept its conclusion— not 
 because one of them was false, but  because one of them admitted of excep-
tions, as do most of our ordinary life generalizations.



So, it turns out, reasons to reject the conclusion of a syllogism do not even 
force you to reject any of its premise; they might just make you more aware of 
the in- normal- conditions (also called “ceteris paribus”) character of at least 
one of the premises.

How to account for all this? One might deny that “if ” and other connec-
tives such as “and” and “or” have the logical sense classically attributed 
to  them. Perhaps their sense is based on a nonmonotonic logic; perhaps 
it  is probabilistic.  These are semantic solutions: they consist in revising 
our understanding of the sense of words.  There is, however, another way 
to go. The phi los o pher Paul Grice argued for an alternative, pragmatic 
 solution that would explain what is happening with logical connectives 
(and, actually, with words and utterances in general) by focusing less on 
what words mean and more on what speakers mean when they use  these 
words. He thought that the classical semantics of logical connectives could 
be preserved and that apparent counterexamples could be explained in 
pragmatic terms. (Of course, the semantic and the pragmatic approaches 
are not incompatible; on the contrary, in a full account, they should be 
integrated).9

 Here we make a brief remark on the pragmatics of connectives and of syl-
logisms generally. Grice’s insights have been developed in modern pragmatics 
and in par tic u lar in relevance theory. A basic idea of relevance theory is that 
the linguistic sense of words and sentences is used not to encode what the 
speaker means but merely to indicate it— indicate it in a precise way but with 
room for interpretation.

A tourist asks a Pa ri sian a question:

Tourist:  How far is the Eiffel Tower?
Pa ri sian:  It is near.

In the Pa ri sian’s answer, the word “near” may convey “within a short 
walking distance” if the tourist who is asking is on foot, and “within short 
driving distance” if the tourist is in a car. The word “near,” of course, has a 
linguistic sense, but this sense is not identical to the meaning the speaker 
intends to convey; rather, this sense makes it pos si ble to infer what the 
speaker means, given the context.

Reasoning 161



162 Rethinking Reason

A word such as “near” has a vague sense that must be made more precise 
in context. But what about words, such as “straight,” that have a precise sense? 
 These too serve as a starting point for inferring the speaker’s meaning:

Tourist (standing in front of the American Church on the Quai d’Orsay):  
What is the way to the Eiffel Tower?

Pa ri sian:  Keep walking straight ahead. You  can’t miss it.

Actually the Quai d’Orsay is not a straight street. It follows the curves of 
the river Seine.  Were the tourist to follow the advice literally and to keep 
walking straight ahead, she would end up in the river. In the context, how-
ever, “straight” conveys that she should stay on the same street, even if this 
makes for a curved rather than a straight trajectory.  Here, the word “straight” 
is used loosely. So words can be used to indicate a meaning that is narrower 
or looser than the sense linguistically encoded.10

Logical connectives (as well as quantifiers and modals) behave like ordi-
nary words. They  don’t encode the communicator’s intended meaning but 
merely indicate it. Take the case of “or.” The sense of “or” is such that a state-
ment of the form “P or Q” is true if one of the two disjuncts (P, Q ) is true. So, 
for instance, if the gardener stole the diamond, then Holmes speaks truly when 
he says, “ Either the butler stole the diamond or the gardener did.” But, as we 
pointed out, Holmes would be typically understood to mean not only what 
his utterance literally and explic itly means but also implicitly that he has some 
reasons to assert the disjunction other than just knowing that one of the dis-
juncts (that the gardener stole the diamond, in this case) is true. Typically, a 
“P or Q” statement conveys a greater confidence in the disjunction itself than 
in each of the disjuncts. Thus, in most ordinary contexts, the word “or” con-
veys more than the logical sense it encodes.

“Or” can also be used to convey less than its logical sense. Imagine the fol-
lowing dialogue:

Police chief:   Either the butler stole the diamond or the gardener did.
Holmes:  Are we sure?  Either the butler stole the diamond or the 

gardener did, or some other member of the  house hold did, or another 
inhabitant of the village, or of the county, or of the country.



If it turned out that the thief  wasn’t even an inhabitant of the country but just 
a visitor from abroad, it  wouldn’t make much sense to say that Holmes had 
been wrong. He is clearly using a multiple disjunction (“. . . or . . .  or . . .  
or . . .”) to express a kind of implicit meaning that utterances with “or” typi-
cally convey: that each of the individual propositions connected by “or” is in 
doubt, and he is  doing so without committing to the truth of the  whole 
disjunction itself. He is, in other terms, expressing both more and less than 
the literal sense of his utterance.

Other logical connectives such as “and” and “if ” (as well as quantifiers 
such as “some” or “all”) can be used to convey not (or not just) their literal 
meaning but some meaning inferred in context. For instance, it is well 
known that an “If P, then Q” statement can be intended and understood 
not only to convey that P is a sufficient condition for Q (which corresponds 
to the literal sense of “if ”) but also to convey that P is a necessary and suf-
ficient condition for Q (corresponding to “if and only if ”) or that P is a 
necessary condition for Q (corresponding to “only if ”). When interlocu-
tors use “if ” in such nonliteral ways, they are not violating any rule of logic 
or of semantics. They are just making a normal use of language. Logical 
connectives, it turns out, can be used in the same way as discourse markers 
such as “therefore” and “but” to suggest implications that should be de-
rived in the context even though they are not entailed by the literal meaning 
of the utterance.

It might have been tempting to view verbal expressions of logical relation-
ships as similar to verbal expression of arithmetic relationships (as in “A 
hundred and thirty- five euros divided by five equals twenty- seven euros”). 
 Whether they are done with written digits and special symbols or with words, 
arithmetic operations obey strict rules of construction and interpretation. Even 
when they are performed verbally, arithmetic operations are not interpreted 
on the basis of pragmatic consideration; number words and words such as 
“divided” and “equal” are used literally.

Unlike verbal arithmetic, which uses words to pursue its own business ac-
cording to its own rules, argumentation is not logical business borrowing 
verbal tools; it fits seamlessly in the fabric of ordinary verbal exchanges. In 
no way does it depart from usual expressive and interpretive linguistic 
practices.
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Statements with logical connectives (or other logical devices), and even 
sequences of such statements that more or less correspond to syllogisms, 
are just part of normal language use. They are used by speakers to convey a 
meaning that cannot be just decoded but that is intended to be pragmatically 
interpreted. Not only the words used but also the force with which premises 
and conclusions are being put forward are open to interpretation. They may 
be intended as categorical or as tentative assertions, hedged by an implicit “in 
normal conditions.”

When you argue, you do not stop using language in the normal way, nor 
does your audience refrain from interpreting your statements using the same 
pragmatic capacities they use all the time. In argumentation, ordinary forms 
of expression and interpretation are not overridden by alleged “rules of 
reasoning” that might be compared to rules of arithmetic. Rules of arithmetic 
are taught and are not contested.  There is no agreement, on the other hand, 
on the content and very existence of rules of reasoning. What is sometimes 
taught as rules of reasoning is  either elementary logic or questionable advice 
for would-be good thinking or good argumentation (such as lists of fallacies 
to avoid, which are themselves fallacious).11

We have been focusing on argumentation, but what about reasoning done 
“in one’s head”? Such individual reasoning, we would argue, is a normal use 
of  silent inner speech.12 The pragmatics of inner speech have not been prop-
erly studied. Given, however, that much inner speech rehearses or anticipates 
conversations with  others, the pragmatics involved are prob ably not that dif-
fer ent from the pragmatics of public speech. When we speak to ourselves, we 
use words loosely or meta phor ically as often as we do in public speech. Our 
assertions are just as likely to be hedged or qualified with an implicit “prob-
ably” or “in normal conditions.”  There is no reason to assume that when we 
reason in our head, we follow logical rules that we typically ignore in public 
argumentation.

 Couldn’t all the evidence showing that ordinary reasoning  isn’t governed 
by the rules of classical logic suggest that it is governed by another kind of 
logic or by a probabilistic system of inference? Classical deductive logic is 
“monotonic.” This means that if some conclusion logically follows from some 
initial set of premises, it also follows from any larger set of premises that in-
cludes the initial set. As the example of Mary having an essay to write well 



illustrates, ordinary  human reasoning is not monotonic. Not only in daily life 
but also in scientific, technical, medical, or  legal reasoning, conclusions are 
typically tentative. They may be revised or retracted in the light of new con-
siderations (such as Mary showing up in time for dinner  after all). In fact, 
monotonic inference is, at best, of very limited use for a real- life cognitive 
system.

In early experimental psy chol ogy of reasoning, the nonmonotonic character 
of ordinary reasoning had been largely ignored or idealized away. In many re-
cent approaches to reasoning, on the contrary, it has been given a central 
role. Some scholars, such as the cognitive scientist Keith Stenning and 
the logician Michiel van Lambalgen, aim to replace classical logic with a 
“nonmonotonic logic” that would provide better insight into the way 
 people actually reason.  Others, such as psychologists Mike Oaksford and 
Nick Chater, argue that reasoning is best viewed not as a logical but as a 
probabilistic— and more specifically Bayesian— form of thinking.13

The proj ect of replacing standard logic with nonmonotonic logic or of 
replacing logic altogether with probabilities shares a basic presupposition 
with the traditional approach: that the study of inference must be based on a 
general and formal understanding of norms of good inference. We are not 
convinced. We have argued for an evolutionary and modularist view of infer-
ential pro cesses.  Every inferential module aims at providing a specific kind of 
cognitive benefit, and at  doing so in a cost- effective way. In this perspective, 
investigating a given module is a  matter of relating its par tic u lar procedures 
to its par tic u lar function. The function of the reason module, in par tic u lar, is 
much more specific than that of optimizing knowledge and decision making 
in general. Investigating general norms of inference, while in ter est ing from a 
philosophical or from a machine intelligence point of view, may not tell us that 
much about any specific inference module. It may tell us  little, in par tic u lar, 
about the reason module ( just as a general theory of locomotion would be of 
limited use in understanding how bats fly or snakes crawl).

While we doubt that recent nonmonotonic or probabilistic approaches pro-
vide the key to understanding reasoning proper, we of course agree with the 
critics of classical logic that it fails to provide a plausible norm for  human in-
ference.  Shouldn’t we then also agree that classical logic is altogether irrele-
vant to the study of reasoning? Well, no. Let us venture a limited defense of 
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classical logic, one that defenders of classical logic may not be too happy about. 
Logic can be used not just as a norm or as a procedure but also as a heuristic 
tool that clarifies questions and suggests answers. This, we claim, is a main 
role that logic plays in reasoning. Of course, this goes against the standard view 
that the function of logic is precisely to overcome the limitations of heuristic 
thinking.

If syllogisms can be interpreted with some freedom and according to the 
context, if, even when they are logically sound, they  don’t necessarily compel 
rational reasoners to accept their conclusion, what good do they do? What is 
the point of using them at all? The answer we want to suggest is that they often 
highlight reasons to accept a conclusion that is not immediately intuitive or 
to reject a conclusion that is. The very schematism of syllogisms (and deductive 
relationships generally) tends to exaggerate the degree of logical dependence 
among our assumptions. In par tic u lar, it dramatizes mere incoherencies 
(where two or more ideas might each give reasons to reject the  others) as 
straight inconsistencies or logical contradictions. Just as exaggerating con-
tours in a picture helps recognition and just as leaving out details in a narra-
tive helps one follow the story, leaving out hedges and ignoring exceptions 
help focus on reasons that may lead to adopting or rejecting a conclusion. 
Incoherencies are often hard to detect and to reflect upon. Dressing them up 
as logical inconsistencies makes them salient targets for the reason module.14

Reasoning itself, as we have described it, involves higher- order intuitions 
about how lower- order intuitions may support some conclusion. True, in 
princi ple, the higher- order intuitions might be just about logically relevant 
properties of reasons and conclusions and might ignore other aspects of their 
content, but why should they be? This, anyhow, is not what happens. When 
reasoning about a given issue, higher- order intuitions are about vari ous 
properties of lower- order intuitions,  whether “logical” or not, that are relevant 
to their value as reasons. Higher- order intuitions in reasoning are metacognitive 
rather than just “metalogical.” Reasoning is based on rich and varied intuitions 
about intuitions.

Take the kind of reasoning that would classically be represented by means 
of a disjunctive syllogism with a main premise of the form “P or Q.” De-
pending, so to speak, on the P and the Q involved— depending, that is, on 
content properties that from a standard logicist point of view  shouldn’t be 



taken into account— higher- order intuitions may be developed in diff er ent 
directions.

You are reasoning about the location of a book you need and have the in-
tuition that the book must be  either in the study or in the living room. You 
have been searching for it in the study, but so far without success. You decide 
to look for it in the living room. Of course, if asked to explain why you are 
now moving to the living room, you might articulate your answer in syllogistic 
form: “I thought that the book is  either in the study or in the living room. It 
is not in the study; hence it must be in the living room.” This would make it 
sound as if all that was involved was a bit of logic. In fact, your reasoning is 
more attuned to the particulars of the case. In your mind, you are not ruling 
out the possibility that you might have missed the book in the study; it is just 
that the more you looked and failed to find it, the more this became an intui-
tive reason to conclude that it must be in the living room (or  else that you  were 
mistaken in your initial intuition that it had to be in one of  these two rooms). 
The way your reasoning proceeds is sensitive to the fact that a book cannot 
be in the two rooms at the same time, to the fact that in both rooms  there is so 
much clutter that you might miss it, and to the fact that your initial intuition 
about the pos si ble location of the book is based on less- than- certain memory. 
Even when you express it as a syllogism, you expect your audience to take 
this as just a schematic rendering of your thinking and to use their own richer 
intuitions to understand and evaluate your reasons.

Take now a diff er ent example, where the schematism is the same but the 
relevant intuitions quite diff er ent. Seeing Molly frown, you intuit that she must 
be upset about something that occurred yesterday or worried about something 
that might occur. Which is it? She tells you that what occurred yesterday  didn’t 
upset her and you assume that she is sincere. You conclude that she is prob-
ably worried. Your initial intuition that Molly might be upset or worried  didn’t 
quite exclude that she might be both. Her sincerely saying that she was not 
upset  didn’t rule out that she might be upset without realizing it. Your intui-
tive reasons  favor, then, a somewhat tentative conclusion: you tend to believe 
that she is worried rather than upset, or at least more worried than upset. Sup-
pose now that you tell Ramon, a common friend, “Molly is worried!” and he 
answers, “I think she is just upset about what happened yesterday.” You might 
then argue in syllogistic form: “Looking at Molly’s face, you cannot tell  whether 
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she is upset or worried; she says, however, that she is not upset, not about yes-
terday, not about anything, and she is manifestly sincere; hence she must be 
worried.” Again, this would schematize your reasoning, but in so  doing, it 
would pres ent Ramon with a clear challenge and with reasons to revise his 
beliefs and  either to conclude just that Molly is worried or to view  things in a 
more nuanced way, as you do yourself.

In argumentative reasoning in par tic u lar, the use of logical relationship plays 
a heuristic role for one’s audience. It helps challenge them to examine and 
enrich or revise their beliefs or  else to defend them with arguments in their 
turn. Thanks in part to its logical garb, argumentation, if not always convincing, 
is at least quite generally challenging.

More generally, however, reasoning is not the use of logic (or of any similar 
formal system) to derive conclusions. But what, then, is the method of rea-
soning (if  there is one)?

Is  There a Method for Reasoning?

Reasoning, as we have described it so far, is rather limited.  Humans reason 
when they are trying to convince  others or when  others are trying to con-
vince them. Solitary reasoning occurs, it seems, in anticipation or rehashing 
of discussions with  others and perhaps also when one finds oneself holding 
incompatible ideas and engages in a kind of discussion with oneself. Just 
as with justifications, the production of arguments proceeds by means 
of backward inference, from a favored conclusion to reasons that would 
 support it.

Surely, something must be missing in this picture: one is often prompted 
to reason not by a clash of ideas (with  others or within oneself ) but by self- 
addressed questions. Moreover,  isn’t the point of such individual, inquisitive 
reasoning to discover the right answer to a question of one’s own rather than 
to confirm an already favored conclusion?

 There are indeed questions that we can and do approach on our own, 
without any bias, any hunch in  favor of this or that answer, and that we are 
able to answer by reasoning forward, from premises to conclusion.  These, 
however, tend to be special kinds of questions that are approached with ad 
hoc reasoning methods rather than with every body’s everyday reasoning dis-



positions. The simplest examples of such questions are found in games or 
puzzles devised to entertain, teach, or test  people.

Take the game of Sudoku (see the example in Figure 15). It is played on a 
square grid of eighty- one cells, some already containing a digit at the begin-
ning of the game, the  others blank.

The task is to find the digit that each of the blank cells should contain, 
knowing that  every digit between 1 and 9 must occur once and only once in 
 every vertical column,  every horizontal row, and  every three- by- three box 
indicated by thick lines.

Sudoku players approach the task in an impartial manner. They have no a 
priori hunch and no stake whatsoever in any par tic u lar solution. They know 
that in  every grid  there is one and only one right solution for each and  every 
cell, and the players’ goal is to find them all. That much is clear. What is less 
clear is how the players proceed.

In the simplest cases, it is pos si ble to find the digit that goes in a given cell 
by means of a  simple elimination method  until only one possibility is left. 
Which digit, for instance, should go in the central (grayed in the figure) cell? 
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Figure 15. A Sudoku grid.
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Looking at the grid, you find reasons to eliminate digit 1 (it already occurs in 
both the horizontal and the vertical rows that contain the grayed square), digits 
2 and 3 (they already occur in the three- by- three box), and so on with all nine 
digits except 5, which therefore must be the digit that goes in this central cell. 
Sudoku is a perfect illustration of Sherlock Holmes’s famous maxim, “When 
you have eliminated the impossible, what ever remains, however improbable, 
must be the truth” (and of the very limited usefulness of “thinking like Sher-
lock Holmes”).

The elimination method we just illustrated may help players find a few 
missing digits, but it  will not help them fill the  whole grid. To fully solve a 
Sudoku puzzle, even a  simple one, players must use more complex methods. 
The real challenge for psychologists, however, is not so much to understand 
how players apply methods they have been taught but how some of them at 
least discover useful methods on their own.15  After all, the reasoning involved 
in discovering  these methods is much more impressive than that involved in 
solving a puzzle once you know what method to apply.

How do ordinary Sudoku players discover new methods? We argued that 
in general, when  people reason, they start from an intuitive bias or a hunch in 
 favor of a given conclusion and look for reasons in its  favor through backward 
inference. While this is not the way players use methods to solve a Sudoku 
puzzle, it is, we suggest, the way players discover  these very methods in the 
first place (when they  don’t learn them from  others). Merely understanding 
the rules of Sudoku makes the use of the  simple elimination method we have 
described fairly intuitive. Practice familiarizes players with vari ous subtle reg-
ularities of Sudoku grids and provides them with intuitive insight into more 
and more elaborate methods for which successful applications provide con-
firming reasons.

The discovery of effective Sudoku methods may well be, then, yet another 
instance of basic biased reasoning: a search for reasons in  favor of an initial 
intuition— not, in this case, an intuition about the digit that goes in a given 
cell, but a higher- order intuition about the kind of considerations that may 
allow the player to narrow down the range of pos si ble digits for  every cell. If 
we are right, this means that  people do not use a general higher- order explicit 
method to discover the vari ous, more specific, explicit methods needed to 
solve a Sudoku puzzle.



Sudoku puzzles are prob lems that, with practice and explicit methods, 
 people can solve. Does this generalize to reasoning prob lems across domains? 
Can one, with the right method, effectively answer questions of any kind? The 
short answer is no.

 Humans are, it is true, capable of applying methods that they have been 
taught or that they have discovered on their own to do a  great variety of  things: 
solve a Sudoku puzzle, construct a Lego  castle, find a word in an alphabetic 
dictionary, buy from a vending machine, bake a cake, convert Roman into 
Arabic numerals, learn the basic moves of tap dancing, find solutions to arith-
metic or geometric prob lems, or use databases to answer queries about, 
say,  legal pre ce dents, life expectancy, or the yield of equities. This ability to 
understand and apply step- by- step methods is a hugely impor tant aspect 
of  human psy chol ogy. It plays a major role in the development and transmis-
sion of cultural skills, including specialized problem- solving skills. The psy-
chologist Keith Stanovich has argued that the ease with which  people acquire 
and apply such methods (or “mindware”) correlates with individual differences 
in rationality.16 Still, reasoning  doesn’t consist in applying such methods, and 
in general, it  doesn’t need them. Applying  these methods is no more quin tes-
sen tial reasoning than military marching is quin tes sen tial walking.

Most of the questions that  people encounter in their daily life or in the 
pursuit of their longer- term interests cannot, in any case, be answered by fol-
lowing instructions.  Every year, new psychological counseling books offer to 
instruct you on how to reason better in business, love, friendship, and games, 
promising to do much better than last year’s books that made the same prom-
ises. While they may at times include some sensible advice, all  these books 
come short of delivering on their promises. Achieving such desirable results 
involves understanding a  great many aspects of the world around us, and 
knowing which to take into account and which to ignore in any given situa-
tion; it involves identifying and tackling an endless variety of issues along the 
way;  there are no adequate instructions for reasoning effectively about most 
real life prob lems.

What differentiates Sudoku puzzles from most issues on which we might 
reason is that they are perfectly well- defined. The wider context is not 
relevant, the evidence is all  here,  there is one and only one correct solution, 
and any incorrect solution leads to clear inconsistencies. In psy chol ogy, such 

Reasoning 171



172 Rethinking Reason

prob lems with a definite and recognizable solution and some effective methods 
to discover it have often been studied  under the label of “prob lem solving” 
rather than “reasoning.” Solving such prob lems when the right method is 
not known typically involves some reasoning but also trial- and- error tinkering 
and task- specific forms of insight.

Many games and many serious prob lems in mathe matics, logic, program-
ming, or technology involve prob lem solving in this sense. Scientist, techni-
cians, and laypersons have discovered and developed methods to address 
prob lems that can be solved in such a way. Some of  these methods have be-
come cultural success stories  because of their practical applications, scientific 
relevance, intellectual elegance, or appeal as leisure activities.

To psychologists of reasoning, prob lems and puzzles that can be solved in 
clear and effective ways, especially prob lems devised on purpose by experi-
mentalists such as the Wason se lection task, may seem to provide optimal ma-
terial for experimental investigation. The temptation has been to assume not 
only that some of  these prob lems are easy and fun to experiment with but also 
that they provide crucial evidence on the basic mechanisms of reasoning. Such 
narrowly circumscribed tasks are, however, special cases among the quite di-
verse challenges that reasoning helps us confront. Prob lem solving involves 
some reasoning, but most reasoning  doesn’t even resemble prob lem solving 
in the narrow sense in which psychologists use the phrase.

When  people reason on moral, social, po liti cal, or philosophical questions, 
they rarely if ever come to universal agreement. They may each think that  there 
is a true answer to  these general questions, an answer that  every competent 
reasoner should recognize. They may think that  people who disagree with 
them are, if not in bad faith, then irrational. But how rational is it to think that 
only you and the  people who agree with you are rational? Much more plau-
sible is the conclusion that reasoning, however good, however rational, does 
not reliably secure convergence of ideas.

Scientists, it is true, do achieve some serious and, over time, increasing de-
gree of convergence. This may be due in part to the many carefully devel-
oped methods that play a major role in conducting and evaluating scientific 
research.  There are no instructions, however, for making discoveries or for 
achieving breakthroughs. Judging from scientists’ own accounts, major ad-



vances result from hunches that are then developed and fine- tuned in the 
pro cess of searching, through backward inference, for confirming arguments 
and evidence while fending off and undermining counterarguments from 
competitors.

Arguably, science is the area of  human endeavor where rationality and good 
reasoning are most valued (as we  will discuss in detail in Chapter 18). Rea-
soning, however, does not cause scientists to spontaneously converge on the 
best theories. It  causes them, rather, to elaborate and vigorously defend mu-
tually incompatible competing theories. It also helps them— with a higher, 
even if still imperfect, degree of convergence this time—to evaluate competing 
theories and reach some degree of tentative agreement on the current winners 
of the competition. Winning in this competition may well be, to a large extent, 
a  matter of epistemic luck— having invested in a better initial hunch for which 
 there are stronger evidence and better arguments to be found— more than of 
better reasoning in producing new ideas. What scientific practice suggests is, 
on the one hand, that vari ous specific methods can be relevant to specific 
reasoning tasks and, on the other hand, that  there is no such  thing as a general 
method for reasoning.

The study of reasoning has been dominated by a normative goal and a de-
scriptive expectation: the goal of discovering and making explicit a general 
method that could produce good reasoning and the expectation that  actual 
 human reasoning would be guided by an approximation of such a method. 
Both the goal and the expectation have, so far, been disappointed. This failure 
is not an accident.  There is a principled explanation for it. The procedures 
of intuitive inference, we have argued, are unconscious, opportunistic, and di-
verse. The idea that intuition might consist in following a general method 
makes  little sense.

Our higher- order intuitions about reasons for some intuitive conclusion 
take into account many of the properties of the lower- order intuitions they 
are about, properties that may vary greatly from one domain to another. This 
is not bad, let alone fallacious, reasoning. In putting our reasons in argumen-
tative form to convince  others, sometimes we appeal to their own nuanced 
higher- order intuitions, sometimes we choose to be schematic, and often we 
do a bit of both. The schematism we employ, rooted in ordinary language, has 
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inspired one of the  great intellectual achievements of  human history: the 
development of the science of logic. Logic, however, tells us neither how we 
reason nor how we should reason.  There is no general method that we could 
and should follow when reasoning,  either on our own or in dialogue with 
 others.



Look at the piece of furniture that appears in Figure 16 on the following page. 
Hardly a well- designed chair, is it? The seat is so low that you’d practically 
have to squat on it. The back is too high; the upper bar is a horizontal slab on 
which you could not lean comfortably. How come? Actually, this is not a chair. 
It is a church kneeler. The height is right for kneeling. The “back” is in fact 
the front, and the upper slab is  there to rest not one’s back but one’s praying 
hands. Once this artifact’s real function is recognized, what looked like flaws 
turn out to be well- designed features.

Like the object in Figure 16, reason seems to have an obvious function: to 
help individuals achieve greater knowledge and make better decisions on their 
own.  After all, if using reason  doesn’t help one reach better beliefs and choices, 
what is it good for? However, like a kneeler used as a chair, reasoning serves 
this function very poorly.

We’ve already examined quite a few failures of reasoning, and we  will look 
at many more in Part IV, but the upshot of experimental research on how we 
reason is that we do so in a way that is biased and lazy and that often fails to 
solve even  simple but unfamiliar prob lems. It would be easy to stop  here and 
simply conclude, as many psychologists have done, that  human reason is just 
poorly designed.

Another conclusion is pos si ble. The true function of reasoning may have 
been misunderstood. Reasoning might be the kneeler- mistaken- for- a- chair of 
modern psy chol ogy. In Chapters 7, 8, and 9, we have argued that reasons are 
commonly used in the pursuit of social interaction goals, in par tic u lar to jus-
tify oneself and to convince  others.  Here, we adopt an evolutionary approach 
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to argue that  these social uses of reason are not side effects or minor functions 
of a cognitive mechanism having as its main function the enhancement of in-
dividual cognition and that, on the contrary, the main function of reason is 
social. Why resort to an evolutionary approach?  Because this is the only ap-
proach that explains the fact that complex inheritable traits of living  things 
tend to produce beneficial effects. Outside of an evolutionary perspective, it 
is quite unclear why  human reason, or anything  else for that  matter, should 
have any function at all.

Functions before and  after Darwin

That  human reason has a function is an idea commonly taken for granted and 
one that we want not to challenge but to develop on a new basis. To begin 

Figure 16. A poorly designed chair?
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with, let us be clear about the very notion of a function: discussions about the 
evolution of reason are often marred by a superficial understanding of the 
notion.

What is a function? How can one decide what is the function of an artifact 
such as a chair, a natu ral quality such as a flower’s scent, a body part such as 
a wing, or a  mental capacity such as  human reason? The two questions— what 
is a function, and how do we identify a par tic u lar function— are closely related. 
For artifacts, a rough answer is generally easy to produce. The function of an 
artifact is what it is made for. Who decides what an artifact is for? Whoever 
designed it. A chair is made for sitting, a kneeler for kneeling, and so on.

Attributing a function to a biological trait is much less straightforward. No 
one made wings for flying or the heart for pumping blood. And yet, who would 
doubt that wings are for flying? Who would contest William Harvey’s dis-
covery of the function of the heart?

Before Darwin, attributing a function to some trait of an animal or a plant 
involved  little more than answering the question: What is it good for? Find a 
good effect of a biological trait and just assume that what it is good for is what 
it is for. What could be more useful than flying? So, the function of wings is 
to enable flying. Such a commonsense notion of function is not useless; it has 
played an impor tant role in science before Darwin, such as in Harvey’s dis-
covery of the function of the heart, and it still plays at least a heuristic role in 
modern science. What question such an ahistorical notion of function raises 
and fails to solve is: Why, in the first place, should we expect biological traits 
to have useful effects? We  don’t expect anything of the sort in the case of other 
natu ral objects such as stones, planets, and subatomic particles.  These  don’t 
have functions. For a long time, the only answer was that God, the maker 
of all  things, has made wings for flying, hearts for pumping blood, and so forth—
an answer that replaced a series of in ter est ing prob lems with an unfathomable 
mystery.

It was Darwin’s theory of natu ral se lection that provided the basis for a co-
herent and useful notion of a function based on a genuine explanation of why 
organs and other traits of living  things have the functions they have.

Any inheritable trait of an organism has many effects. Most of  these effects 
are without consequences for reproductive success. The scent of a flower, 
for instance, might make some local animals dizzy without this harming or 
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benefiting the plant in any way. Some effects of a trait may happen to enhance 
reproductive success: the scent of a flower may attract insects and recruit 
them as pollinators. Still other effects of a trait may actually compromise re-
productive success: a scent might attract florivores and entice them to eat the 
flower, thereby diminishing the amount of pollen available to pollinators.

When overall the effects of a heritable trait are more beneficial than harmful 
to the reproductive success of its carriers, then this trait is likely to be selected 
and to propagate over generations. Selected traits have at least one of their 
effects that has contributed to the reproductive success of their carriers and 
thereby to their own propagation. The scent of wild flowers, for instance, has 
been selected  because by attracting pollinators, it contributed to the reproduc-
tive success of the plants. When biologists talk of the function of a selected 
trait, they refer to such a beneficial effect.

Selected traits may have more than one function, and  these functions may 
change in the course of evolution. Penguins, for instance, are descendants of 
birds that had used their wings to fly, but the function of penguins’ wings is 
to help them swim. At some point in their evolution,  these wings must have 
served both functions, as they do in some seabirds, such as in razorbills.

Traits that owe their propagation to their function(s) are adaptations. Not 
all features of an organism are adaptations. Some features result from phys-
ical or chemical constraints on biological development. The fact that all 
organisms contain carbon, for instance, is a basic chemical property of life 
itself (as it is found on earth, at least). Not all features of an adaptation are 
adaptive,  either. Many are side effects. The regular contractions of the heart 
are an adaptation. They have the function of causing blood flow throughout 
the body. The noise produced by  these contractions, on the other hand, 
 isn’t adaptive. It is a side effect.

The Function of Reason from Aristotle to  
Twentieth- Century Psychologists

Just like ideas about the function of wings, ideas about the function of reason 
emerged well before Darwin and the development of a scientific notion of 
function. Even  after Darwin, much evolutionary thinking on reason shares 
with pre- Darwinian views a sense that the function of reason, just as that of 



wings, is obvious enough. Reason is a means for individuals to acquire supe-
rior knowledge and to make better decisions. Reason, by performing this in-
tellectual function, elevates  humans above all other animals.

Darwin himself expressed this same general idea: “Of all the faculties of 
the  human mind,” he wrote in The Descent of Man, “it  will, I presume, be ad-
mitted that Reason stands at the summit.”1 He put, however, an evolutionary 
twist on this classical view. Through his intellectual faculties, he argued, man 
“has  great power of adapting his habits to new conditions of life. He invents 
weapons, tools, and vari ous stratagems to procure food and to defend him-
self. When he migrates into a colder climate he uses clothes, builds sheds, and 
makes fires; and by the aid of fire cooks food other wise indigestible.”  Because 
 these intellectual faculties are variable and tend to be inherited, “they would 
have been perfected or advanced through natu ral se lection. . . .  In the rudest 
state of society, the individuals who  were the most sagacious . . .  would rear 
the greatest number of offspring.”2

The functional effects of reason are roughly the same for Darwin as they 
 were for Aristotle. What is new with Darwin, however, is the use of  these ef-
fects to explain why reason should have evolved. And  because Darwin 
is making a more precise claim about the function of reason, his claim is 
more open to a scientific challenge. If reason evolved to help individuals 
think on their own, then it should  really provide for truly better thinking in 
terms of both cognitive benefits and  mental costs, and if it does not, as much of 
modern psy chol ogy of reasoning suggests is the case, then we are indeed faced 
with a serious prob lem.

Psychologists who discovered what looked to them like major flaws of 
 human reason must have, you would think, understood and discussed the 
challenge this presented for a post- Darwinian understanding of the function 
of reason. Actually, they did not.  Until the 1990s, evolution, natu ral se lection, 
and biological function  were hardly ever mentioned in the psychological lit-
er a ture on reasoning. Psychologists just took for granted that the function of 
reason— with “function” understood as a commonsense rather than biolog-
ical notion— was to enhance individual cognition. They then concluded that 
reason was not performing its function as well as had been assumed.

If anything, psychologists saw flaws in reasoning as evidence against an evo-
lutionary approach. Evolved mechanisms should perform their function well 
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enough to have been selected. Reasoning, with all its flaws, is not properly 
geared to the pursuit of knowledge and good decision. Hence, many concluded, 
the case of reasoning shows the irrelevance of the evolutionary approach to 
 human psy chol ogy.3 Of course, psychologists might have rethought the 
function of reason instead of uncritically accepting common wisdom in the 
 matter, but they did not.

While the foundations of an evolutionary approach to psy chol ogy  were laid 
by Darwin himself and some relevant work had been done over the years, es-
pecially in the study of animal be hav ior, a general and systematic discussion 
of the evolution of  human cognitive mechanisms and of reasoning in par tic-
u lar started only when psychologist Leda Cosmides and anthropologist John 
Tooby outlined an ambitious program of “evolutionary psy chol ogy” in the 
1980s.4

“Has Natu ral Se lection  Shaped How  Humans Reason?”

From the start,  human reasoning has been a major topic of research in evolu-
tionary psy chol ogy and a main focus of polemics for scholars opposed to this 
approach. The polemic erupted when, in 1989, Leda Cosmides published 
what became the most controversial article in the history of psy chol ogy of rea-
soning. It was entitled “The Logic of Social Exchange: Has Natu ral Se-
lection  Shaped How  Humans Reason?”5 (hence the title of this section).

 There  were in Cosmides’s article two major theoretical claims. From an 
evolutionary point of view, she argued, one should expect reasoning mecha-
nisms to have evolved as responses to specific prob lems that had been recur-
rent in the ancestral environment. Specialized adaptations do a much better 
job of addressing the prob lems they evolved to  handle than would any general 
problem- solving ability. In fact, it is not even clear what an ability to solve 
prob lems in general might consist of (if not, precisely, of a complex articulation 
of a  great many more specialized mechanisms). A general reasoning ability, if 
such a  thing could evolve at all, might, at best, help in dealing with the residue 
of prob lems not properly handled by specialized mechanisms. On tasks of 
no evolutionary significance (such as  those typically given in reasoning ex-
periments), Cosmides argued, one should expect reasoning to be much less 
effective than on prob lems for which dedicated mechanisms have evolved.



Cosmides’s second and central claim was that among the many cognitive 
adaptations most likely to have evolved,  there had to be an inferential mecha-
nism aimed at solving a major prob lem raised by cooperation. Cooperation 
is an interaction between two or more individuals where each incurs a cost 
and receives a benefit. Each member of a party of big game hunters, for in-
stance, spends time and takes risks to help the group catch a prey. Provided 
that the benefits are greater than the costs and are shared fairly, cooperation 
is advantageous to all cooperators. However, in many cases, each cooperator 
stands to gain even more by sharing in the benefits of cooperation without 
paying the full cost, in other terms by cheating or  free riding. Hunters who 
avoid taking risks but take the same share of the meat as  others are at an ad-
vantage. Of course, if none of the hunters take risks, the prey  will escape. Wide-
spread  free riding is likely to result in failure of cooperation. For cooperation 
to be profitable and hence to endure, cheaters must be identified and  either 
controlled or excluded.

Cosmides and Tooby argued that the identification of cheaters should be 
seen as a major prob lem in  human evolution, favoring the emergence of a spe-
cialized module capable of computing the rights and duties of cooperators as 
a basis for detecting cheaters. To test this hypothesis, they relied massively 
on the Wason se lection task, which we talked about in Chapter 2 and which 
we  don’t see as adequate for the job.6 Our goal  here, however, is not to eval-
uate Cosmides’s arguments for the existence of an evolved ability to detect 
cheaters (which we see as strong) or her experimental evidence (which we see 
as weak). It is to use her approach as a source of inspiration and of contrast 
to propose another, no less radical and even more ambitious evolutionary hy-
pothesis about the function of  human reason in general, and reasoning in 
par tic u lar.

Like Cosmides and Tooby, we expect an evolved mind to consist princi-
pally in an articulation of modular mechanisms. Modules are specialized— 
each helps solve some specific type of prob lem or take advantage of some 
specific type of opportunity in a way that contributes to biological fitness. Rea-
soning as classically understood, on the other hand, is allegedly in the busi-
ness of addressing any kind of prob lem and finding ways of taking advantage 
of any kind of opportunity. Classical reasoning is not a specialist but a gener-
alist, not a narrow module but a broad faculty.
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If the job of reasoning is much too broad to be that of a module,  there seem 
to be only two pos si ble conclusions:  either the central and most distinctive 
component of the  human mind is not modular, or  else reasoning as classically 
understood  doesn’t even exist. Cosmides and Tooby  favor the second con-
clusion: contrary to a long- held dogma of philosophy and psy chol ogy,  there 
is no such  thing as reasoning in general.7 Other researchers working on the 
evolution of the mind, such as the psychologist Cecilia Heyes and the phi los-
o pher Kim Sterelny,  favor the first pos si ble conclusion: the existence of 
domain- general reasoning is evidence that the  human mind is much less mod-
ular than Cosmides and Tooby and  others have argued.8

Are  these the only two possibilities? No. As we have shown (in Chapter 6), 
a metarepre sen ta tional module pro cesses a very special type of object, repre-
sen ta tions, and attends to properties specific to  these repre sen ta tions. Such a 
module may nevertheless indirectly provide information about the very topics 
of the repre sen ta tions it pro cesses. Mindreading, for instance, informs us about 
not only the thoughts of  others but also all the  things and events  these thoughts 
are about. Reasoning, we have argued, is produced by a metarepre sen ta tional 
module, the specific domain of which is the relationship between reasons and 
the conclusions they support.  These reasons and conclusions, however, can 
themselves be about any topics. As a result, inferences about reasons- 
conclusions relationships indirectly yield conclusions in all domains, indi-
rectly providing a kind of virtual domain- generality.

So, to answer the question posed in the subtitle of Cosmides’s article 
and in the title of this section, we agree that natu ral se lection has  shaped 
how  humans draw all kinds of inferences and has produced a wide variety 
of specialized inferential modules. One of  these, we add, is a reason module. 
The justifications and the arguments that the reason module produces may 
have, embedded in them, conclusions relevant to all domains of knowledge 
and action. This virtual domain- generality does not, however, make reason, 
and the organ ization of  human mind generally, any less modular.

What functions does the reason module fulfill? We have rejected the intel-
lectualist view that reason evolved to help individuals draw better inferences, 
acquire greater knowledge, and make better decisions. We  favor an interactionist 
approach to reason. Reason, we  will argue, evolved as a response to prob lems 



encountered in social interaction rather than in solitary thinking. Reason ful-
fills two main functions. One function helps solve a major prob lem of coordi-
nation by producing justifications. The other function helps solve a major 
prob lem of communication by producing arguments. (Our earlier work has 
been focused on reasoning and on developing, within the interactionist ap-
proach, an “argumentative theory of reasoning.”)9

The Challenge of Coordination and the Justificatory  
Function of Reason

 Human cooperation is exceptional not only by its scale but also by the open- 
ended variety of the forms it takes. Other animals may have a few types of co-
operative interactions in their behavioral repertoire with  little or no place for 
creative improvisation. What each cooperator may expect of the  others is 
largely predetermined. When  these expectations are not met  because of the 
incompetence or the defection of one of the cooperators, cooperation is likely 
to fail.  Humans, on the other hand, rely less on predefined expectations. Ex-
isting forms of cooperation are deployed with  great flexibility and often read-
justed on the fly. New forms are often tested. This flexibility and creativity of 
 human cooperation can be highly advantageous, but only if massive cogni-
tive resources are invested to secure effective coordination.

To achieve the degree of fine- grained coordination that their multiple forms 
of cooperation require,  humans need mutual expectations that have to be con-
stantly updated to remain reliable. Members of a party of warriors, or of a 
sports team, for instance, re adjust or even redefine their tactics and their mu-
tual roles on each occasion. They must, moreover, be able to rely on each other 
not only when  things go as anticipated but also when they  don’t. So must, in 
diff er ent ways, friends, spouses, coworkers, and business partners.

Even among competent cooperators,  there may well be differences in the 
understanding of the common goals and of the part each individual must play. 
Differences of interests, instead of leading to defection or cheating, are often 
recognized and handled on the basis of mutual commitment to what is seen 
as fair;  here too, however,  there may be differences of interpretation leading 
to failures of mutual expectations.
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For  humans, knowing what to expect of each other is a crucial cognitive 
challenge. How is this challenge met? How do  humans succeed in forming, if 
not perfect, at least adequate mutual expectations? The most common answer 
consists in invoking two mechanisms: norms at the so cio log i cal level, and 
understanding of the  mental states of  others at the psychological level.

At the level of the social group,  there are shared norms of vari ous kinds: 
moral,  legal, religious, prudential, technical, and so on. They may be explic-
itly codified or not and enforced with sanctions or not.  These norms regulate 
a  great variety of social interactions.10

Some norms aim directly at securing coordination in a way that is ben-
eficial to all the  people involved. Without traffic rules, for example, driving 
a car would be absurdly risky. Very precise rules of coordination, however, 
tend to be highly specialized. The kind of interaction traffic rules regulate, 
for instance, is unlike any other; at  every moment,  drivers have a relatively 
narrow, well- defined range of options. If they  don’t coordinate their deci-
sions, their lives are at risk. Effective coordination is in the interest of all of 
them.

 Legal, moral, or religious norms, on the other hand, contribute to all kinds 
of social coordination in a  great many ways, but securing effective coordina-
tion is not their sole purpose and  needn’t be their main one.  These norms 
leave much room for interpretation and many relevant issues untouched. In 
some milieus, for instance, not arriving late at a dinner party may be a faux 
pas.  People, moreover,  don’t at all times have the same interest in  these vari ous 
norms’ being obeyed. Elected officials coming up for reelection, for instance, 
overtly encourage all their constituents to follow the norm and vote while 
making it harder to do so for  those less likely to reelect them.

Do the many and diverse norms found in one’s society constrain  people’s 
options to the point of indicating what  people can expect from each other in 
the fine- grained manner needed for effective coordination? Of course not! 
 There are, for instance, many norms— legal, moral, religious— telling spouses 
what they can expect of each other. Still, to achieve the level of mutual expec-
tations that daily life coordination requires, spouses need to understand much 
more about each other than the fact that they are supposed to abide by a so-
cially sanctioned set of norms.



In many forms of social interaction, some degree of creativity and impro-
visation is socially condoned or even required. You throw a party, for example. 
Whom should you invite? Conventional or moral norms might suggest that 
you invite  people who have invited you in the past, so perhaps you should 
invite Olga, who invited you to her party last month. For other pos si ble guests, 
norms of reciprocity  won’t help at all, but  there are still issues of coordina-
tion to be addressed. If you invite Diego, for instance, you had better not 
invite Ruth. If you invite Ruth, she  will want you to invite Chao.

Your  future interactions with  others  will depend on many small, intercon-
nected decisions you make. So what should guide you in solving coordina-
tion prob lems that norms leave unanswered?  Here the standard answer 
is: mindreading. You have to understand the states of mind of Olga, Diego, 
Ruth, and other pos si ble guests in order to anticipate their reactions and se-
cure the conditions for a successful party that  will enhance rather than com-
promise your  future relationships with  others.

Just like norms, mindreading plays an essential role in coordination. Still, 
the picture is far from complete. What is blatantly missing is the fact that indi-
viduals  don’t just infer what they can expect from each other on the basis of 
what they know of other  people’s minds and of the norms they share.  People’s 
mutual expectations are reviewed, discussed, negotiated in detail. Many deci-
sions on how to interact are themselves taken interactively.

Gossip provides rich evidence of what can be expected of third parties. In-
dividuals, however, need not be passive objects of gossip. They can participate 
in the ongoing conversation about themselves, explain and justify their views 
and their decisions, and, in so  doing, to some extent, safeguard their own 
reputation. Officials trying to suppress the vote of constituents unlikely to 
reelect them justify their actions by saying they are just trying to prevent 
voting fraud. Guests arriving too late at a party justify themselves by explaining 
how they  were delayed. You can tell Diego that, alas, you had to invite Ruth 
 because she had invited you before; you can tell Ruth that, of course, she can 
come with Chao  because her friends are your friends; and so on.

By giving reasons to explain and justify yourself, you do several  things. You 
influence the way  people read your mind, judge your be hav ior, and speak of 
you. You commit yourself by implicitly acknowledging the normative force 
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of the reasons you invoke: you encourage  others to expect your  future be hav ior 
to be guided by similar reasons (and to hold you accountable if it is not). You 
also indicate that you are likely to evaluate the be hav ior of  others by reasons 
similar to  those you invoke to justify yourself. Fi nally, you engage in a conver-
sation where  others may accept your justifications, question them, and invoke 
reasons of their own, a conversation that should help you coordinate with 
them and from which shared norms actually may progressively emerge.

Reducing the mechanisms of social coordination to norm abiding, mind-
reading, or a combination of  these two mechanisms misses how much of 
 human interaction aims at justifying oneself, evaluating the reasons of  others 
( either  those they give or  those we attribute to them), criticizing past or cur-
rent interactions, and anticipating  future ones. In  these interactions about 
interactions, reasons are central.11

Justificatory reasons, in fact, bridge the gap between norms and mind-
reading. When we justify ourselves, we pres ent our motivations as normatively 
apt, and we pres ent norms as having motivating force. In other terms, we psy-
chologize norms and “normalize”  mental states. In  doing so, our goal is not 
to give an objective so cio log i cal or psychological account of our actions and 
interactions; it is to achieve beneficial coordination by protecting and en-
hancing our reputation and influencing the reputation of  others.

The role of reasons in social coordination has often been highlighted in phi-
losophy, psy chol ogy, and the social sciences. The dominant view, however, is 
that attributing reasons is the most elaborate form of mindreading. We would 
argue that as far as mindreading goes, the attribution of reasons is typically 
misleading. The causal role it gives to reasons is largely fictitious; the reasons 
 people attribute to themselves or to  others are chosen less for their psycholog-
ical accuracy than for their high or low value as justifications. The explanatory 
use of reasons, we suggest, is in the ser vice of its justificatory use: it links rea-
sons to persons so that good reasons are seen as justifying not just a thought or 
an action but also the thinker of that thought, the agent of that action.

The ability to produce and evaluate reasons has not evolved in order to im-
prove psychological insight but as a tool for defending or criticizing thoughts 
and actions, for expressing commitments, and for creating mutual expecta-
tions. The main function of attributing reasons is to justify oneself and to eval-
uate the justifications of  others.
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The Challenge of Communication

Even more than  human cooperation,  human communication stands apart 
by its scale, its diversity, and the complexity of its mechanisms. Other ani-
mals use a small repertoire of signals to convey a few basic messages about the 
here- and- now: warnings about the presence of a predator, threats to com-
petitors, and mating calls, for example.  Humans have languages with huge vo-
cabularies and power ful syntax with which they can produce an unbounded 
variety of linguistic utterances. With the help of language, they are able to 
communicate  simple or complex ideas about any conceivable topic, about 
events distant in space and time, about general facts, or about abstractions, 
topics that are absent from animal communication and that are at the center 
of  human cultural knowledge.

 Humans, who have by far the richest codes, use them to communicate even 
more than what they manage to encode. As we have already noted, when 
speaking,  people do not fully encode what they mean. What they do is give 
partly encoded evidence of their meaning. Hearers infer the speaker’s intended 
meaning from this linguistic evidence taken together with contextual infor-
mation. When, for instance, Azra tells Marco, “This case is too hard,” he under-
stands her to mean that the  legal case on which he had chosen to write an 
essay for the tort law class is too difficult and that he should select an easier 
case to write about. In so understanding Azra, Marco goes well beyond decoding 
the sentence she uttered— a sentence that in other contexts could be used to 
convey utterly diff er ent meanings— but he does not go beyond the ordinary 
pragmatic procedures of comprehension we all use all the time.

Securing comprehension is, however, only half of the goal of communication. 
A speaker typically wants not only to be understood but also to be believed 
(or obeyed), to have, in other terms, some influence on her audience. A hearer 
typically wants not just to understand what the speaker means but, in so 
 doing, to learn something about the world. This occurs when the hearer not 
only understands what he is told but also accepts it. Azra’s intention in 
telling Marco “This case is too hard” was to have her implicit advice accepted. 
His goal in paying attention to what she was saying was to gain some guid-
ance from it. Still, Marco may have understood what Azra was telling him and 
disagreed. In  human communication, comprehension does not automatically 
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secure ac cep tance. (Do you, for instance automatically believe every thing you 
understand when reading a book like this one? Of course not!)

Without ac cep tance of the information communicated, communication 
 wouldn’t be beneficial to  either communicators or addressees. If it  were not 
beneficial to both, communication could not evolve. Would, then, a disposi-
tion in addressees to automatically accept communicated information ensure 
optimal communication? Far from it. Imagine what communication would be 
like if  people automatically believed or did what they  were told. Communi-
cators might be quite satisfied; their ability to influence gullible and docile 
listeners would be without limit. Addressees, on the other hand, accepting 
every thing they  were told, would be prey to all kinds of misinformation and 
manipulation, not a satisfactory condition at all.

Automatic trust would make more sense only if  there  were a corresponding 
disposition in communicators to be automatically trustworthy. The eighteenth- 
century Scottish phi los o pher Thomas Reid affirmed that God had equipped 
 humans with such a pair of dispositions:

The wise and beneficent Author of nature, who intended that we should 
be social creatures, and that we should receive the greatest and most 
impor tant part of our knowledge by the information of  others, hath, for 
 these purposes implanted in our natures two princi ples that tally with 
each other. The first of  these princi ples is a propensity to speak truth. . . .  
[The second princi ple] is a disposition to confide in the veracity of 
 others, and to believe what they tell us.12

An omnipotent creator might have deci ded to make  humans both trusting and 
truthful. Natu ral se lection is much less likely to produce and maintain such 
perfect harmony. It  will, if pos si ble,  favor communicators who do not hesi-
tate to deceive trusting receivers when it is in their interest to do so. Likewise, 
it  will  favor receivers who are not easily deceived.

Communication can still evolve  under natu ral se lection when the biolog-
ical interests of emitters and receivers are, if not identical, at least sufficiently 
aligned, such as in the case of honeybees (which in the case of sterile workers 
contribute to the propagation of their genes by all helping the queen repro-
duce). Communication can also evolve when it is limited to topics of common 



interest where the communicator  wouldn’t gain by deceiving its audience or 
the audience by distrusting the signal, such as when a female baboon signals 
to potential mates, by means of a large swelling of her posterior, that she is 
ready to mate.

 Human communication, however, is definitely not limited to topics of 
common interest where truthfulness and trust are mutually advantageous 
to the interlocutors. Linguistic signals can be produced at  will to inform or to 
mislead. Unlike the honeybee’s waggle dance or the female baboon’s sexual 
swelling, linguistic signals are not intrinsically reliable.  Human communi-
cation takes place not only among close kin or cooperators but also with 
competitors and strangers. Lying and deception are in every body’s reper-
toire. Even  children start expecting and practicing some degree of deception 
around the age of four.13

 Humans stand to gain im mensely from the communication of  others. 
Without communicating a lot, they  couldn’t even become competent adults 
or lead a normal  human life. As a result of their dependence on communica-
tion,  humans incur a commensurate risk of being deceived and manipulated. 
How, notwithstanding this risk, could communication have evolved into such 
a central, indispensable aspect of  human life?

Communication is a special form of cooperation. The evolution of coop-
eration in general poses, as we saw in Chapter 9, well- known prob lems. It 
might seem reasonable to expect that theories that explain the evolution of 
 human cooperation might also explain the evolution of communication.14 Do 
they  really?

Actually, communication is a very special case. In most standard forms of 
cooperation, cheating may be advantageous provided one can get away with 
it. For any given individual,  doing fewer  house chores, loafing at work, or 
cheating on taxes, for example, may, if undetected, lower the costs of coop-
eration without compromising its benefits. This being so, cooperation can 
evolve and endure only in certain conditions—in par tic u lar, when or ga nized 
surveillance and sanctions make cheating, on average, costly rather than prof-
itable, or when the flow of information in society is such that cheaters put at 
risk their reputation and  future opportunities of cooperation. For communi-
cation to evolve, however, the conditions that must be fulfilled differ consid-
erably from this.
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Although this is hard to mea sure and to test,  there are reasons to think that 
communicators are spontaneously honest much of the time, even when they 
could easily get away with some degree of dishonesty. Why?  Because when 
 humans communicate,  doing so honestly is, quite commonly, useful or even 
necessary to achieve their goal.  People communicate to coordinate with  others, 
to or ga nize joint action, to ask help from friends who are happy to give it. In 
such situations, deceiving one’s interlocutors, even if undetected,  wouldn’t 
be beneficial; it would just be dumb.

Still, in other situations that are also rather common, a degree of decep-
tion may be advantageous.  People generally try to give a good image of them-
selves. For this, even  people who consider themselves quite honest routinely 
exaggerate their virtues and achievements, use disingenuous excuses for 
their failings, make promises they are not sure to keep, and so on.  Couples 
who most of the time may be cooperative and honest with one another lie 
about their infidelities. Then  there are cases where candid communication is 
generally seen as just incompetent— these include politics, advertisement, 
propaganda, and some businesses where honesty results in too many missed 
opportunities. Being lied to may be less frequent than being told the truth, 
but when it happens, it can be quite costly.

On the one hand, even the most sincere  people cannot be trusted to always 
be truthful. On the other hand,  people who have no qualms lying still end up 
telling the truth rather than lying on most occasions, not out of honesty but 
 because it is in their interest to do so. Hence, standard ways of controlling 
or excluding cheaters might not work so well in the special case of liars. An ad 
hoc version of a tit- for- tat strategy15— you lie to me, I lie to you; or you lie 
to me, I stop listening to you— might harm us as much or more than it would 
punish liars. An ad hoc version of a “partner choice” strategy16— you lie to me, 
I cease listening to you and listen to  others— would, if applied systematically, 
deprive of us of much useful information.

More generally, to benefit as much as pos si ble from communication while 
minimizing the risk of being deceived requires filtering communicated infor-
mation in sophisticated ways. Systematically disbelieving  people who have 
been deceitful about some topic, for instance, ignores the fact that they may 
nevertheless be uniquely well informed and often reliable about other topics. 
Automatically believing  people who have been reliable in the past ignores the 



fact that, on some new topic where it is in their interest to deceive us, they 
might well do so. Well- adjusted trust in communicated information must take 
into account in a fine- grained way not just the past rec ord of the communi-
cator but also the circumstances and contents of communication.

Epistemic Vigilance

Communication is, on the one hand, so advantageous to  human beings and, 
on the other hand, makes them so vulnerable to misinformation that  there 
must have been, we have suggested in earlier work,17 strong and ongoing pres-
sure for developing a suite of mechanisms for “epistemic vigilance” geared at 
constantly adjusting trust.  There is no failsafe formula to calibrate trust 
exactly, but  there are many relevant  factors that may be exploited to try to do 
so. Reaping the benefits of communication without becoming its victim is so 
impor tant that any mechanism capable of making a cost- effective contribu-
tion to the way we allocate trust is likely to have been harnessed to the task.

The mechanisms involved in epistemic vigilance are of two kinds. Some 
focus on the source of information and help answer the question: Whom to 
believe? Other mechanisms focus on content and help answer the question: 
What to believe?

Whom should we believe, when, and on what topic and issue? We accept 
diff er ent advice from a doctor or a plumber. We believe more easily witnesses 
who have no personal interests at stake. We are on alert when  people hesitate 
or, on the contrary, insist too much. We take into account  people’s reputation 
for honesty and competence. And so on. Much recent experimental work 
shows, moreover, that  children develop, from an early age, the ability to take 
into account evidence of the competence and benevolence of communicators 
in deciding whom to trust.18

Trust in the source is not every thing. Not all contents are equally believ-
able. No one could convince you that 2 + 2 = 10, that the moon is a piece of 
cheese, or that you are not yet born. If you  were told such  things by the person 
you trust most in the world, rather than taking them literally and at face value, 
you would wait for an explanation (for example, that 2 + 2 = 10 in base 
four, that the moon looks like a piece of cheese, and that you are not yet “born 
again” in a religious sense). If, on the other hand, the person you trust least in 
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the world told you that a square has more sides than a triangle, that Paris is 
the capital of France, or that to reach your current age you must have eaten a 
lot of food, you would agree.

What ever their source, absurdities are unlikely to be literally believed and 
truisms unlikely to be disbelieved. Most information, however, falls between 
 these two extremes; it is neither obviously true nor obviously false. What makes 
most claims more or less believable is how well they fit with what we already 
believe. If we realize that a claim is incoherent with what we already believe, 
we are likely to reject it. Still, rejecting a claim that challenges our beliefs may 
be missing an opportunity to appropriately revise beliefs of ours that may have 
been wrong from the start or that now need updating.

Vigilance  toward the source and vigilance  toward the content may point 
in diff er ent directions. If we trust a person who makes a claim that contradicts 
our beliefs, then some belief revision is unavoidable: If we accept the claim, 
we must revise the beliefs it contradicts. If we reject the claim, we must revise 
our belief that the source is trustworthy.

While it is far from failsafe, epistemic vigilance allows us, as audience, 
to sort communicated information according to its reliability and, on av-
erage, to stand to benefit from it. For communicators, on the other hand, the 
vigilance of their audience diminishes the benefits they might expect from 
deceiving  others—it lowers the chances of success— and if they  were caught, 
it increases the costs they might have to pay in the form of loss of credibility 
and reputation.

 Shouldn’t we be vigilant not just  toward information communicated by 
 others but also  toward the output of our own belief- formation mechanisms? 
When it comes to beliefs that result from our own cognitive pro cesses, we 
are the source. Our cognitive mechanisms have evolved to serve us. Unlike 
other  people,  these mechanisms do not  really have interests of their own. 
Moreover,  there already are, we saw, metacognitive devices that modulate the 
confidence we have in our own memories, perceptions, and inferences. So, 
 there is  little reason to assume that it would be advantageous to apply further 
vigilance  toward the source when we ourselves are the source.

So be it for vigilance  toward the source, but what about vigilance  toward 
the content?  Wouldn’t it be useful to check the coherence of new perceptions 
and inferences with old beliefs so as better to decide what new beliefs to ac-



cept or reject and, possibly, what old beliefs to revise? Actually, coherence 
checking is not a  simple and cheap procedure, nor is it error- proof. Moreover, 
if it  were worth  doing,  shouldn’t its output itself be double-  and triple- checked, 
and so on? If you are willing to distrust yourself,  shouldn’t you distrust your 
own distrust? We know of no evidence showing that  humans exercise vigi-
lance  toward the content of their own perceptions and inferences (except in 
special cases where they have positive grounds to think that their senses or 
intuitions  aren’t functioning well). We know of no good argument,  either, to 
the effect that  doing so would be truly beneficial. More generally,  people seem 
to be unconcerned by their own incoherencies  unless something— generally 
someone— comes up to make them salient.

The Argumentative Function of Reason

Precautions have a price. Even when they are on the  whole beneficial, they 
result in missed opportunities. You  were wise, for instance, not to pick  these 
mushrooms in the woods since you  were not sure they  were edible. You  were 
wise even though it so happens that they  were delicious chanterelles. Epis-
temic vigilance is a form of precaution, and it has a price in the same way. A 
valuable message may be rejected  because we do not sufficiently trust the mes-
senger, a clear case of missed opportunity.

Epistemic vigilance, however useful or even necessary it may be, cre-
ates a bottleneck in the flow of information. Still, to receivers of information, 
the benefits of well- calibrated epistemic vigilance are greater than the costs. 
To communicators, on the other hand, the vigilance of their audience seems 
just costly. This vigilance stands in the way not only of dishonest communicators 
but also of honest ones. An honest communicator may be  eager to communi-
cate true and relevant information, but she may not have sufficient authority 
in the eyes of her interlocutor for him to accept it, in which case they both 
lose— she in influence, he in relevant knowledge.

The more potentially relevant the message you receive from a given source, 
the more vigilant you should be, but the more costly this vigilance may turn 
out to be.  Here is a dramatic historical illustration. Richard Sorge was a So-
viet spy working undercover in Japan during World War II and providing the 
Rus sians with much valued intelligence. When, however, he informed them 
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of the imminent invasion of Rus sia by Nazi Germany in June 1941, Stalin just 
dismissed his report: “ There’s this bastard who . . .  deigned to report the date 
of the German attack as 22 June. Are you suggesting I should believe him?”19 
With hindsight, what a  mistake! But precisely  because the information was 
both so impor tant if true and so damaging if false but taken to be true, it made 
sense to be particularly vigilant and indeed skeptical.  There are comparable 
situations in our personal lives where, for instance, we remain skeptical of 
a warning or a promise precisely  because it is too relevant to be accepted 
on trust.

This is where reasoning has a role to play. The argumentative use of rea-
sons helps genuine information cross the bottleneck that epistemic vigilance 
creates in the social flow of information. It is beneficial to addressees by al-
lowing them to better evaluate possibly valuable information that they would 
not accept on trust. It is beneficial to communicators by allowing them to con-
vince a cautious audience.

To understand how argumentation helps overcome the limits of trust, con-
sider what happens when communicators make claims without ever arguing 
for them.  People in a position of power, for instance, typically expect what they 
say to be accepted just  because they say it. They are often wrong in this ex-
pectation: they may have the power to force compliance but not to force con-
viction. Statements of opinion unsupported by any argument are also common 
in some cultural milieus where arguing, and generally being “too clever,” is 
discouraged. Intelligence, in all the senses of the term,  doesn’t flourish in such 
conditions. In both situations, the flow of information is hampered. What ar-
gumentation can do, when it is allowed, is ease this flow.

As communicators, we are addressing  people who, if they  don’t just be-
lieve us on trust, check the degree to which what we tell them coheres with 
what they already believe on the issue. Since we all are at times addressees, 
we are in a position to understand how, when we communicate, our audience 
evaluates what we tell them. We benefit from this understanding and adjust 
our messages accordingly.  Unless we are trying to deceive our audience, we 
 needn’t see their vigilance as just an obstacle to our communicative goals. On 
the contrary, we may be in a position to use their vigilance in a way that  will 
be beneficial both to them and to us.



To begin with, even if our audience is reluctant to accept our main point, 
 there may be relevant background information that they  will accept from us 
on trust. By providing such information, we may extend the common ground 
on the basis of which our less evident claims  will be assessed. For instance,

(The doorbell is ringing)
Enrico:  It must be Alicia or Sylvain.
Michelle:  Actually, Sylvain is out of town. I am sure it is Alicia.
Enrico:  Right!

 Here Michelle produces a piece of information that Enrico believes on trust: 
Michelle  wouldn’t say that Sylvain is out of town if she  didn’t know it for a 
fact. This piece of information, however, is a reason for Enrico to revise his 
conjecture about who might be ringing the doorbell.

A good way to convince addressees is to actively help them check the co-
herence of your claims with what they already believe (including what they 
have just unproblematically accepted from you) or, even better if pos si ble, 
to help them realize that given their beliefs, it would be less coherent for 
them to reject your claims than to accept them. In other words, as a commu-
nicator addressing a vigilant audience, your chances of being believed may 
be increased by making an honest display of the very coherence your audi-
ence  will anyhow be checking. A good argument consists precisely in dis-
playing coherence relationships that the audience can evaluate on their own.

As an addressee, when you are provided not just with a claim but also with 
an argument in its  favor, you may (intuitively or reflectively) evaluate the ar-
gument, and if you judge it to be good, you may end up accepting both the 
argument and the claim. Your interlocutor’s arguments may be advantageous 
to you in two ways: by displaying the very coherence that you might have to 
assess on your own, it makes it easier to evaluate the claim, and if this assess-
ment results in your accepting relevant information, it makes communication 
more beneficial.

How does a communicator display coherence? She searches among 
the very beliefs her addressee already holds (or  will accept from her on trust) 
for reasons that support her claim. In  simple cases, this may involve a single 
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argumentative step, as in this dialogue between Ben and Krisha, two neigh-
bors of Tang, Julia, and Mary:

Krisha:  Tang just called. He is inviting us to come over to their place for 
dinner with him, Julia, and Mary.

Ben:  Mary is  there? Then she must have finished the essay she had to write.
Krisha:  I would be surprised if she had.
Ben:  Surely, if she  hadn’t finished her essay, she would be working late in 

the library.
Krisha:  But you told me yourself this morning that the library would close 

early  today.
Ben:  Ah, yes, I had forgotten. So,  you’re right— Mary might still not have 

finished her essay  after all but be at home all the same.

 Here Krisha uses a piece of information that Ben himself had provided (that 
the library is closed that eve ning) as a reason to cast doubt on his claim that 
Mary must have finished her essay. Krisha’s argument shows to Ben that he 
holds mutually incoherent views, one of which at least he should revise.

Making the addressee see that it would be more coherent for him to 
agree than to disagree with the communicator’s claim may involve several 
argumentative steps, as in this illustration based on the pigeonhole prob lem 
we encountered in Chapter  1 (and which, for once, involves genuine de-
ductive reasoning):

Myra:  Since you like puzzles, Boris,  here is one. Let me read: “In the 
village of Denton,  there are twenty- two farmers. All of the farmers have 
at least one cow. None of the farmers have more than seventeen cows. 
How likely is it that at least two farmers in Denton have the exact same 
number of cows?” So, Boris, what do you say?

Boris:  Well, I say it is likely.
Myra:  I say it is certain!

Myra and Boris have come to diff er ent conclusions, and neither has the au-
thority to persuade the other just by saying, “It is so.” Still, where authority 
fails, argument may succeed.



Myra:  Well, imagine you go to the village, gather the twenty- two farmers, 
and ask them to stand in groups, each group made of farmers who 
have exactly the same number of cows.

Boris:  How does that help? It could be that  there are no farmers who 
have exactly the same number of cows, and then, in each of your 
“groups,”  there would be only one farmer.

Boris’s reply has an entailment that he is not yet aware of but that Myra 
highlights:

Myra:  This is impossible. Since none of the farmers have more than 
seventeen cows,  there  couldn’t be more than seventeen groups: a 
group for farmers with one cow, a group for farmers with two cows, 
and so on up to a group for farmers with seventeen cows. But then, 
given that  there are twenty- two farmers and at most seventeen groups, 
 there would be at least one group with several farmers, right?

Boris:  Yes, and?
Myra:  And since farmers in the same group would have the same number 

of cows, then it must be the case that at least two farmers have exactly 
the same number of cows. This is certain, as I said, not merely likely.

Boris:  You are right. I see it now.

What Myra does is pres ent Boris with intuitive arguments that spell out some 
clear implications of the situation described in the puzzle. The conclusion of 
the last intuitive argument, however, directly contradict Boris’s initial conclu-
sion. When he realizes this, it is more coherent for him to agree with Myra 
and change his mind.

The dialogue between Myra and Boris is a trivialized version of the Socratic 
method: help your interlocutors see in their own beliefs reasons to change 
their views. When reflection on reasoning began in the Western tradition in 
the work of Plato and Aristotle, the argumentative use of reasons to try to con-
vince an interlocutor, a court, or an assembly was seen as quite central. The 
social aspect of reasoning was well in evidence. Socratic reasoning could be 
seen as reasoning par excellence. Then, however, starting already in the work 
of Aristotle, the study of reasoning took a diff er ent turn.
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Impor tant normative questions about what makes an argument valid led 
to a more abstract approach to reasoning and to the development of logic 
proper. The use of reasons in argumentation could now be seen as just one 
practical application among  others of more general reasoning princi ples. 
A new image of the typical reasoner emerged. Rather than Socrates trying to 
convince his interlocutor and the interlocutor understanding the force of 
Socrates’s argument, the paradigm of a reasoner became the scientist reasoning 
on his own (more rarely on her own) to arrive at a better understanding of the 
world. From the point of view of the psy chol ogy of reasoning, this has been 
unfortunate: it has obscured the degree to which reasoning (including scien-
tific reasoning) is a social activity, and the degree to which it is based on 
intuitions.20

Reasons are not arbitrary rhetorical devices. If they  were, how would they 
have any force? Reasons are supported by intuitions that are themselves based 
on genuine cognitive competencies. Intuitively good reasons are more likely 
to support true conclusions. Imagine for instance that instead of Myra trying 
to convince Boris, Boris would have tried to convince Myra that his answer 
was the right one. How likely would he have been to succeed? Not very. His 
reasons would have been intuitively wanting. In fact, in trying to formulate 
them, he might himself have become aware of their inadequacy. In this case, 
what Myra and Boris are disagreeing about is a logical prob lem with a demon-
strable solution. Even when the question on which two  people disagree does 
not have a demonstrably true answer,  there may be intuitively much better 
argument for one answer than for another. Then, of course,  there are cases 
where two mutually incompatible conclusions can each be supported by 
plausible but inconclusive reasons. In such cases, argumentation by itself 
typically fails to change  people’s minds.

We construct arguments when we are trying to convince  others or, proac-
tively, when we think we might have to. We evaluate the arguments given by 
 others as a means— imperfect but uniquely useful all the same—of recognizing 
good ideas and rejecting bad ones. Being sometimes communicators, some-
times audience, we benefit both from producing arguments to pres ent to 
 others and from evaluating the arguments  others pres ent to us. Reasoning in-
volves two capacities, that of producing arguments and that of evaluating 



them.  These two capacities are mutually adapted and must have evolved to-
gether. Jointly they constitute, we claim, one of the two main functions of 
reason and the main function of reasoning: the argumentative function.21

Main Functions, Secondary Functions, and Sea Turtles

The central thesis of the book is that  human reason has two main functions 
corresponding to two main challenges of  human interaction: the attribution 
of reasons serves primarily a justificatory function, and reasoning serves pri-
marily an argumentative function.

Why do we say the two main functions rather than just the two functions? 
Frankly, out of prudence. We are not convinced that the reason module has any 
other function than  these two, but we want to leave the possibility open.

We have not denied, for instance, that attributing reasons to an individual 
may be done for explanatory rather than justificatory purpose. One may at-
tribute reasons without assessing their justificatory value. This is,  after all, what 
historians do when they seek to explain the actions of  people from the past in 
a nonjudgmental way.  Couldn’t such explanatory use be beneficial?  Couldn’t 
it be at least a secondary function of the attribution of reasons?

We have not denied that reasoning can be pursued individually,  either to 
produce arguments aimed at convincing  others or to evaluate  others’ argu-
ments.  Couldn’t such individual inquisitive reasoning be beneficial?  Couldn’t 
producing such benefits be, if not the main function, at least a secondary func-
tion of reasoning?

Well, possibly, but to better understand what it would take to establish such 
claims, consider sea turtles.

Although sea turtles are descendants of land reptiles, they spend all their 
time in the  water, or almost all their time. Females lay eggs out of the  water, in 
nests they dig on the beach, where therefore all sea turtles are born (and then 
try to get into the  water as fast as pos si ble).

The limbs of sea turtles have become exquisitely adapted to life in the sea: 
their forelimbs have evolved into flippers and their hind limbs into paddles 
or rudders. What could be better for swimming, which is the ordinary mode 
of locomotion of sea turtles? On repeated occasions, however, females must 
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use  these same limbs to crawl out of the  water and to dig nests in the sand. 
The use of limbs in such a manner, even if rare and clumsy, plays a direct role 
in reproduction and is clearly adaptive. To argue conclusively, however, that 
digging nests is a secondary function of sea turtle limbs, one would have to 
find features of  these limbs that are best explained by this use. Other wise, this 
might be best described as a beneficial side effect.22

Female turtles’ nest digging is obviously beneficial, even if the limbs they 
use are not specifically adapted to the task and if their per for mance is notably 
clumsy. Similarly, if reason has beneficial effects diff er ent from its two main 
functions,  these might correspond to secondary functions. If so, we would ex-
pect to find features of reason tailored to the achievement of  these benefits. 
Other wise, we might suspect that  these are mere side effects of reason.

It is plausible that the capacity to explain  people’s ideas and actions by 
attributing to them reasons is on the  whole beneficial (even if, as we saw, 
it is at best a distortion of the psychological pro cesses involved). It is less 
obvious but not inconceivable that genuine individual inquisitive reasoning 
(as opposed to mentally simulated argumentation) does more good than 
harm in guiding beliefs and decisions. Still, even assuming that  these two 
uses of reason are each, on average, beneficial, it does not follow that they 
are, properly speaking, functions of reason. To argue that they are, one would 
have to find some specific features of the attribution of reasons on the one 
hand and of reasoning on the other hand that are geared to the production 
of  these par tic u lar benefits. We are not aware of any such evidence. In the 
case of reasoning, what is more, it is not just that features specifically tai-
lored to the fulfillment of its alleged inquisitive function are lacking; it is 
that several well- evidenced features of reasoning would actually undermine 
this function.

We should keep an open mind regarding pos si ble secondary functions of 
reason, of course, but at pres ent, the challenge is to establish what beneficial 
effects would explain why reason evolved at all—in other terms, it is to iden-
tify reason’s primary function or functions. In trying to answer this challenge, 
we denied that anything like classical Reason, with the capacity to procure 
better knowledge and decisions in all domains, has ever evolved. What has 
evolved rather is a more modest reason module— one intuitive inference 



module among many— specialized in producing intuitions about reasons in 
the ser vice of two functions, justificatory and argumentative.

In Parts IV and V of this book, we  will demonstrate, with evidence rich 
and varied, that reason is precisely adapted for fulfilling  these two functions. 
We  will show, moreover, how this new interactionist approach illuminates the 
role reason plays in  human affairs.
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IV

What Reason Can  
and Cannot Do

In Chapters 7 through 10, we have developed a novel interactionist 

approach to reason. According to this approach, the function of reason is 

to produce and evaluate justifications and arguments in dialogue with 

 others. For the standard intellectualist approach, the function of reason is 

to reach better beliefs and make better decisions on one’s own. As  we’ll 

see, the two approaches yield sharply contrasting predictions that we are 

now in a position to test. Is reason objective or biased? Is it demanding or 

lazy? Does it help the lone reasoner? Does it yield better or worse results 

in interactive contexts? Looking at the evidence with  these questions in 

mind throws new light on the promises and dangers of reason.





 There is much misunderstanding about the way to test adaptive hypotheses. 
It might seem that in order to understand what reason is for, why it evolved, 
we must be able to find out how our ancestors reasoned, using archeological 
or ge ne tic data. Fortunately, million- year- old skulls and gene sequencing are 
not indispensable to test hypotheses about the function of an evolved mecha-
nism. Think about it: we can tell what  human eyes are for without knowing 
anything about when and how they evolved. What  matters is the existence of 
a match between the function of an organ, or a cognitive mechanism, and its 
structure and effects. Do the features of the eye serve its function well? By and 
large, yes. Do eyes achieve their function well? By and large, yes.

We can use the same logic to guide our examination of the data on  human 
reason. Do the features of  human reason serve best the functions posited by 
the intellectualist or the interactionist approach? Which functions does 
it achieve best? In many cases reason  couldn’t serve both functions well at 
the same time, so  there  will be plenty of evidence to help us decide between the 
two approaches.  We’ll start our tour of what reason can and cannot do with a 
historical case. How does a certified scientific genius reason? Does reason help 
him discard misguided beliefs and reach sounder conclusions?

When Linus Pauling received the American Chemical Society’s Award in 
Pure Chemistry—he was only thirty years old— a se nior colleague predicted 
that he would win a Nobel Prize.1 Actually, Pauling won two Nobel Prizes— 
Chemistry and Peace— joining Marie Curie in this exclusive club. As a se-
rious contender in the race to discover the structure of DNA, he narrowly 
missed a third Nobel Prize. Indeed, James Watson was long afraid to be beaten 
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by Pauling’s “prodigious mind.”2 A former student who would also become 
a Nobel laureate described him as a “god- like, superhuman,  great figure.”3 
Undoubtedly, Linus Pauling had a  great mind, and he was steeped in the most 
rigorous scientific tradition.

When he was not busy winning Nobel Prizes, Pauling sometimes pondered 
the powers of vitamin C. At first, he advocated heavy daily doses as a prophy-
lactic against colds and other minor ailments, stopping short of recommending 
vitamin C for the treatment of serious diseases. This changed when he met 
Ewan Cameron, a surgeon who had conducted a small study demonstrating 
the positive effects of vitamin C on cancer patients—or so it seemed. Pauling 
and Cameron joined forces to defend the potential of vitamin C as a treatment 
for cancer. Thanks to Pauling’s clout and to his continuous efforts, the pres-
tigious Mayo Clinic agreed to conduct a large- scale, tightly controlled trial.4 
Unfortunately for Pauling and Cameron— and for the cancer patients— the 
results  were negative. Vitamin C had no effect whatsoever.5

At this point, Pauling could have objectively reviewed the available evi-
dence: on the one hand a fringe theory and a small, poorly controlled study; 
on the other hand, the medical consensus and a large, well- controlled clinical 
trial. On the basis of this evidence, the vast majority of researchers and doc-
tors concluded that vitamin C had no proven effects on cancer. But Pauling 
did not reason objectively. He built a partisan case. The first Mayo Clinic study 
was dismissed  because its participants had, according to Pauling, not been 
selected properly. When a second study was performed that addressed this 
issue,6 Pauling made up another prob lem: the new patients had not received 
vitamin C for an “indefinite time.”7 Pauling’s requirements did not match any 
standard cancer research, only fitting the small trial Cameron had performed.

The most egregious example of biased reasoning on Pauling’s part is found 
in an article, published a few years  later, in which he advanced three criteria 
to evaluate clinical  trials of cancer treatments.8 While “most of the reported 
results of clinical  trials of cohorts of cancer patients satisfy  these criteria of 
validity,”9  there was one black sheep, “a reported clinical trial that fails on each 
of the three criteria for validity.”10 Can you guess what this outlier was? A 
study “described as a randomized double- blind comparison of vitamin C 
(10 g per day) and a lactose placebo” (emphasis added).11 The study singled 
out as the only flawed cancer study in a sample of several hundred is the 
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Mayo Clinic study that embarrassed Pauling in front of the  whole scientific 
community.

 There is no reason to accuse Pauling of conscious intellectual dishonesty. 
He took high doses of vitamin C daily, and his wife used the same regimen to 
fight— unsuccessfully— her stomach cancer. Still, for most observers, Pauling’s 
evaluation of the therapeutic efficacy of vitamin C is a display of selective 
picking of evidence and partisan arguments. Even when he was diagnosed 
with cancer despite having taken high doses of vitamin C for many years, 
he did not admit defeat, claiming that the disease would have struck earlier 
without it.12

Pauling may have erred further than most respected scientists in his un-
orthodox beliefs, but his way of reasoning is hardly exceptional—as anyone 
who knows scientists can testify, they are not paragons of objectivity (more 
on this in Chapter 18). Undoubtedly, even the greatest minds can reason in 
the most biased way.

Is Bias Always Bad?

How should cognitive mechanisms in general go about producing sound be-
liefs? Part of the answer, it seems, is that they should be  free of bias. Biases 
have a bad press, in part  because a common definition is “inclination or prej-
udice for or against one person or group, especially in a way considered to be 
unfair.”13 However, psychologists often use the term in a diff er ent manner, to 
mean a systematic tendency to commit some specific kind of  mistakes.  These 
 mistakes need not have any moral, social, or po liti cal overtones.

A first kind of bias simply stems from the pro cessing costs of cognition. 
Costs can be reduced by using heuristics, that is, cognitive shortcuts that are 
generally reliable but that in some cases lead to error. A good example of this 
is the “availability heuristic” studied by Tversky and Kahneman.14 It consists 
in using the ease with which an event comes to mind to guess its  actual fre-
quency. For instance, in one experiment participants  were asked  whether the 
letter R occurs more frequently in first or third position in En glish words. Most 
 people answered that R occurs more often in first position, when actually 
it occurs more often in third position. The heuristic the participants used 
was to try to recall words beginning with R (like “river”) and words with R in 
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the third place (like “bored”) and assume that the ease with which the two 
kinds of words came to mind reflected their  actual frequency. In the par tic-
u lar case of the letter R (and of seven other consonants of the En glish 
 alphabet), the availability heuristic happens to be misleading. In the case of 
the other thirteen consonants of the En glish alphabet, the same heuristic 
would give the right answer.

Although the availability heuristic can be described as biased—it does lead 
to systematic errors— its usefulness is clear when one considers the alterna-
tive: trying to count all the words one knows that have R as the first or third 
letter. While the heuristic can be made to look bad, we would be much more 
worried about a participant who would engage in this painstaking pro cess just 
to answer a psy chol ogy quiz. Moreover, the psychologist Gerd Gigerenzer and 
his colleagues have shown that in many cases using such heuristics not only 
is less effortful but also gives better results than using more complex strate-
gies.15 Heuristics, Gigerenzer argues, are not “quick- and- dirty”; they are 
“fast- and- frugal” ways of thinking that are remarkably reliable.

The second type of bias arises  because not all errors are created equal.16 
More effort should be made to avoid severely detrimental errors— and less ef-
fort to avoid relatively innocuous  mistakes.

 Here is a  simple example illustrating how an imbalance in the cost of 
 mistakes can give rise to adaptive biases. Bumblebees have cognitive mecha-
nisms aimed at avoiding predators. Among their predators are crab spiders, 
small arachnids that catch the bees when they forage for nectar. Some crab 
spiders camouflage themselves by adopting the color of the flowers they rest 
on: they are cryptic. To learn more about the way bumblebees avoid cryptic 
predators, Thomas Ings and Lars Chittka created  little robot spiders.17 All 
the robots rested on yellow flowers, but some of them  were white (noncryptic) 
while  others  were yellow (cryptic). To simulate the predation risk, Ings and 
Chittka built  little pincers that held the bees captive for two seconds when 
they landed on a flower with a “spider.”

In the first phase of the experiments, two groups of bumblebees, one facing 
cryptic spiders and the other facing noncryptic spiders, had multiple oppor-
tunities to visit the flowers and to learn which kind of predators they  were 
dealing with. Surprisingly, both groups of bumblebees very quickly learned 
to avoid the flowers with the spiders— even when the spiders  were cryptic. 
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Yet the camouflage  wasn’t in effec tive: to achieve the same ability to detect spi-
ders, the bumblebees facing camouflaged spiders spent nearly twice as long 
inspecting each flower. This illustrates the cost of forming accurate repre sen-
ta tions of one’s environment: the time spent inspecting could not be spent 
harvesting.

But  there is also an asymmetry in the costs of mistakenly landing on a flower 
with a spider (high cost) versus needlessly avoiding a spider- free flower (low 
cost). This second asymmetry also affected the bumblebees’ be hav ior. On the 
second day of the experiment, the bees had learned about the predation risks 
in their environment. Instead of spending forever (well, 0.85 seconds) in-
specting  every flower to make sure it carried no spider, the bumblebees 
facing the cryptic spiders settled for a higher rate of “false alarms”: they  were 
more likely than the other bees to avoid flowers on which, in fact,  there  were 
no spiders.

This experiment illustrates the exquisite ways in which even relatively 
 simple cognitive systems adjust the time and energy they spend on a cogni-
tive task (ascertaining the presence of a spider on a flower) to the difficulty 
of the task on the one hand, and to the relative cost of a false negative (assuming 
 there is no spider when  there is) and of a false positive (assuming  there is a 
spider when  there is not) on the other hand. This difference in cost results in 
a bias: making more false positive than false negative errors. This bias, how-
ever, is beneficial.

From Surprise to Falsification

While the example of the bumblebees illustrates that bias may be beneficial, 
it speaks of very specific costs: the costs of predation versus the costs of missing 
a feeding opportunity. Are  there cognitive biases that would be useful more 
generally?

A main goal of cognitive mechanisms is to maintain an accurate repre-
sen ta tion of the organism’s environment, or at least of relevant aspects of it. 
It could be argued that only the  future, more particularly the immediate 
 future, of the environment is directly relevant: it determines both what may 
happen to the organism and what the organism can do to modify the envi-
ronment in its  favor. The past and pres ent of the environment may be 
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relevant too, but only indirectly, by providing the only evidence available 
regarding the environment’s  future. Another way of making the same point 
is to say that a main goal of cognition is to provide the organism with ac-
curate expectations regarding what may happen next. Cognitive mecha-
nisms should pay extra attention to any information that goes against their 
current expectations and use this information to revise them appropriately. 
Information that violates expectations  causes, at least in  humans, a typical 
reaction: surprise. The experience of surprise corresponds to the sudden 
mobilization of cognitive resources to re adjust expectations that have just 
been challenged.

Indeed, paying due attention to the unexpected is so ingrained that we are 
surprised by the lack of surprise in  others. If your friend Joe, upon encoun-
tering two cats that are similar except that one meows and the other talks, fails 
to pay more attention to the talking cat, you’ll suspect  there’s something wrong 
with him. Even one- year- old babies expect  others to share their surprise. 
When they see something surprising, they point  toward it to share their sur-
prise with nearby adults. And they keep pointing  until they obtain the proper 
reaction or are discouraged by the adults’ lack of reactivity.18

This  doesn’t mean that  people seek out surprises. If you are lucky 
enough to find yourself in a nice environment where you know what to ex-
pect, deviations from  these expectations— surprises— are likely to be bad 
news (hence the fake Chinese curse, “May you live in in ter est ing times”). 
However, even if you  don’t like surprises, when the environment has some-
thing surprising in stock for you,  you’re better off learning about it as early as 
pos si ble. Being fired is a very bad surprise; better be surprised by indications 
that you might be fired before it actually happens. As a result,  people  favor 
sources of surprising information over sources of repetitive information (pro-
vided they are equally reliable): they buy the newspaper with the proverbial 
“Man Bites Dog” headline, not “Dog Bites Man.”

If reason is an instrument of individual cognition aimed at better beliefs 
and decisions, it should be biased  toward information that violates our ex-
pectations. Reason should look for counterarguments to our generalizations, 
reasons to question our decisions, memories that clash with our current be-
liefs. Failing to pay attention to negative evidence and arguments is generally 
more costly than failing to pay attention to their positive counter parts.
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This insight is so essential that it is one of the few themes that we find again 
and again in scholars’ admonitions about the best way to reach sound beliefs. 
In the twelfth  century, Robert Grosseteste suggested that to eliminate faulty 
hypotheses, one should take a hypothesis and see if anything follows from it 
that is illogical or contrary to fact.19 Four centuries  later, Francis Bacon over-
turned the scholastic tradition to which Grosseteste belonged by putting ob-
servation at the center of his philosophy. Still, we find again the idea of looking 
for counterexamples. Observation should not be the “childish” enumeration 
of cases that fit with the researcher’s hypothesis. Scholars are to look specifi-
cally for instances that can prove their hypothesis wrong: one must “analyse 
nature by proper rejection and exclusion.”20

Another four centuries  later, it is Karl Popper’s turn to challenge dominant 
views of the day, distant descendants of Bacon’s philosophy. Popper does so 
by stressing more than ever before the importance of falsification. For Popper, 
what demarcates science from other forms of knowledge is not that scientific 
theories are verifiable but that they are falsifiable: in princi ple, a single obser-
vation of an event that, according to a given theory, could never occur would 
falsify the theory. In practice, of course, as Popper well recognized, a single 
observation is not enough to cause scientists to abandon a theory— after all, 
the observation itself might be mistaken. Still, when falsifying observations are 
numerous and reliable enough, then the theory must at least be revised if not 
abandoned. Scientists produce theories that are at risk of being falsified. They 
improve their theories by looking for falsifying evidence, by rejecting falsified 
theories, and by holding on only to theories that have withstood repeated at-
tempts at falsifying them.

For all their differences,  these scholars agree that counterexamples and 
other violations of expectations, by allowing us to discard misguided beliefs, 
play a crucial role in the accumulation of knowledge. As Popper put it, “In 
searching for the truth, it may be our best plan to start by criticizing our most 
cherished beliefs.”21

The Confirmation Bias

Peter Wason devised the clever experimental tasks that  were to have such an 
impact on the psy chol ogy of reasoning at University College in London, within 
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walking distance of the London School of Economics where Popper was 
teaching. The proximity was more than geographic. Wason extended Popper’s 
insight about scientific theories to everyday reasoning, asking: Do  people rely 
on falsification to arrive at better beliefs?

The se lection task, which was discussed in Chapter 2 (see Figure 17 for a 
reminder), was precisely meant to simulate aspects of scientific thinking. 
Participants, Wason thought, must select cards that provide the right kind 
of evidence to test the rule, just as scientist must identify the right kind of evi-
dence to test their hypotheses. As we saw, the right se lection of cards in this 
example is that of the card with the vowel E and that of the card with an odd 
number 7— these are the only two cards that might falsify the rule (if  there is 
an odd number on the other side of the E, or a vowel on the other side of the 
7). Most participants, however, fail to select the 7 card. Many select the card 
with the even number 2 presumably to see  whether it has a vowel on the other 
side. But since the rule does not say that it should, this card is irrelevant to 
deciding  whether the rule is true or false.

On the basis of this and other experiments, Wason suggested that partici-
pants suffered from a bias that would  later be called “confirmation bias”:22 “The 
results do suggest . . .  that even intelligent adults do not readily adopt a scien-
tific attitude to a novel prob lem. They adhere to their own explanation with 
remarkable tenacity when they can produce confirming evidence for them.”23

In front of you are four cards. Each card has a letter on one side and a number 

on the other. Two cards have the letter side up; the two others have the number 

side up:

Which of these four cards must

rule is true or false of these four cards: ‘if there is a vowel on one side of a card, 

then there is an even number on the other side’?”

E K 2 7

Figure 17. The standard Wason se lection task.
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Actually, the experiment that convinced so many  people that  there is a 
confirmation bias is not such a straightforward example of this bias. Wason 
and many of his followers made a logical  mistake in claiming that partici-
pants try to “verify” or “confirm” the rule instead of falsifying it: it is, in fact, 
exactly the same cards that can falsify the rule if it is false or verify it if it is 
true. In the preceding example, for instance, the E and the 7 cards could each, 
when turned over, reveal that the rule is false. If neither falsifies the rule, then 
the two same cards jointly prove that the rule is true. The quite common se-
lection of the card with the even number 2 not only fails to falsify the rule, it 
also fails to confirm it. Selecting it is not a confirmation strategy at all. So 
 people who succeed on the task do not show a greater disposition to falsify 
than to confirm, and  people who fail do not show a greater disposition to 
confirm than to falsify.

If the choice of any given card cannot reveal  whether  people have a con-
firmation bias, the way they choose their cards can.  People’s se lection of 
cards, we saw, is rapidly determined not by reason but by intuitions about 
the relevance of the diff er ent cards.  After this initial, intuitive reaction, par-
ticipants tend to reason long and hard about their choice. However, they do 
not reason as much about each of the four cards. By tracking participants’ 
gaze, researchers established that participants spend all their time thinking 
just about the cards made relevant by the rule, the cards that they have al-
ready selected.24 Moreover, when participants are asked to think aloud, it 
becomes clear that they mostly think of reasons supporting their intuitive 
choice.25  Here’s the real confirmation bias: instead of finding reasons for 
and against each card, participants find plenty of reasons supporting their 
initial card choice, neglecting reasons to pick other cards, or reasons to not 
pick the cards initially chosen.

We  will soon argue that this confirmation bias is in fact best understood as 
a “myside bias,” but let’s first look at a small sample of the rich evidence dem-
onstrating its existence.26

Deanna Kuhn, a pioneering scholar of argumentation and cognition, asked 
participants to take a stand on vari ous social issues— unemployment, school 
failure, and recidivism. Once the participants had given their opinion, they 
 were asked to justify it. Nearly all participants obliged, readily producing 
reasons to support their point of view. But when they  were asked to produce 
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counterarguments to their own view, only 14  percent  were consistently able 
to do so, most drawing a blank instead.27

Ziva Kunda led participants to believe that extroverts are more likely to be 
successful than introverts. On a  later memory task,  these participants found 
it much easier to recall memories of their own extroverted rather than intro-
verted be hav ior. Another group of participants was led to believe that it is in-
troverts who are more likely to be successful than extroverts. They found it 
easier to recall memories of introverted rather than extroverted be hav ior. Both 
groups  were simply seeking reasons to believe that they had the qualities that 
would make them successful.28

Charles Taber and Milton Lodge gave participants a variety of arguments 
on controversial issues, such as gun control or affirmative action, and asked 
them to list their thoughts relative to the arguments.29 They divided the 
participants into two groups:  those with low and  those with high knowl-
edge of po liti cal issues. The low- knowledge group exhibited a solid confir-
mation bias: they listed twice as many thoughts supporting their side of the 
issue than thoughts  going the other way. But knowledge did not protect the 
participants from bias. The participants in the high- knowledge group found 
so many thoughts supporting their favorite position that they gave none  going 
the other way. Greater po liti cal knowledge only amplified their confirmation 
bias.

The list could go on for pages (indeed for chapters or books, even). More-
over, as the example of Pauling suggests, it is not only ordinary participants 
who fall prey to the confirmation bias. Being gifted, focused, motivated, or 
open minded is no protection against the confirmation bias.30 A small in-
dustry of experiments has busily demonstrated the prevalence and robust-
ness of what is “perhaps the best known and most widely accepted notion of 
inferential error to come out of the lit er a ture on  human reasoning.”31 As the 
journalist Jon Ronson quipped, “Ever since I learnt about confirmation bias 
I’ve started seeing it everywhere.”32

A Challenge for the Intellectualist Approach

Psychologists agree that the confirmation bias is prevalent. They also agree 
that it is a bad  thing. The confirmation bias is “irrational,”33 and it “thwart[s] 
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the ability of the individual to maximize utility.”34 It is the “bias most pivotal 
to ideological extremism and inter-  and intragroup conflict.”35 Raymond 
Nickerson aptly summarizes the common view:

Most commentators, by far, have seen the confirmation bias as a  human 
failing, a tendency that is at once pervasive and irrational. It is not 
difficult to make a case for this position. The bias can contribute to 
delusions of many sorts, to the development and survival of supersti-
tions, and to a variety of undesirable states of mind, including paranoia 
and depression. It can be exploited to  great advantage by seers, soothsayers, 
fortune tellers, and indeed anyone with an inclination to press unsub-
stantiated claims. One can also imagine it playing a significant role in the 
perpetuation of animosities and strife between  people with conflicting 
views of the world.36

A damning assessment indeed. Moreover, this bad  thing, far from being 
hidden in the recesses of  human psy chol ogy, is well in view. It  doesn’t take a 
very shrewd or cynical observer of  human nature to realize that  humans 
have a confirmation bias. Why did Bacon, for instance, take such care to 
warn against the dangers of the “childish” enumeration of instances?  Because 
he was well aware of  people’s tendency to confirm their beliefs:

The  human understanding when it has once  adopted an opinion . . .  
draws all  things  else to support and agree with it. And though  there be 
a greater number and weight of instances to be found on the other side, 
yet  these it  either neglects and despises, or  else by some distinction sets 
aside and rejects; in order that by this  great and pernicious predetermi-
nation the authority of its former conclusions may remain inviolate.37

Bacon, writing more than two centuries before Darwin’s discovery of 
natu ral se lection, could merely observe that  people have a confirmation bias 
and that this bias hinders the acquisition of sound beliefs. For con temporary 
defenders of the intellectualist approach to reason who take it for granted that 
reason is an outcome of Darwinian natu ral se lection, the very existence of the 
confirmation bias pres ents a radical challenge.
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In par tic u lar, a defender of the intellectualist approach should accept the 
following three claims: (1) reason has a confirmation bias, (2) the confirma-
tion bias makes it harder for reason to help the lone reasoner arrive at better 
beliefs and better decisions, and (3) the main function of reason is to arrive 
at better beliefs and better decisions. This makes as much sense as ac-
cepting the three following claims: (1) the elk’s antlers are enormous, (2) the 
size of  these antlers makes it harder for the elks to avoid predators, and 
(3) the function of the enormous antlers is to avoid predators.

The only ways out of this conundrum that come to mind are nonstarters. A 
first way out would be to argue that the confirmation bias is an unavoidable 
feature of reason. For instance, the extra weight that the bones, muscles, 
and feathers of avian wings add to the body of a bird makes it harder, not easier, 
for that body to fly. Yet since neither weightless wings nor wingless flight is 
an option, the weight of wings does not in itself raise a prob lem for evolu-
tionary theory. But why would having a confirmation bias be necessary for 
reason to function at all?

A second escape route would be to claim that the confirmation bias serves 
a secondary function. Some features of an adaptation may hinder its main 
function but be well explained by the fact that they serve a secondary func-
tion. Razorbills, for instance, have a wing area relative to body mass (“wing 
loading”) that is too low for optimal flight. This feature, however, is explained 
by the fact that their wings are also adapted for underwater propulsion.38 Un-
like razorbills’ low wing loading, the confirmation bias  doesn’t just make rea-
son’s alleged main function a bit harder to achieve; it works directly against 
it. Moreover,  there is no particularly plausible secondary function of reason 
that would explain the confirmation bias the way underwater propulsion ex-
plains low wing loading in razorbills. For the intellectualist approach, the con-
firmation bias should be a deep puzzle.

Can Intuitions Be Blamed for Confirmation Bias?

Supporters of the intellectualist view who are aware of how problematic the 
confirmation bias is still have one option: deny that the confirmation bias is a 
feature of reason proper, shifting the blame from reason to intuition. Indeed, 
when the dual pro cess approach, briefly discussed in Chapter 2, became 
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popu lar, one of its main attractions was that it seemed to help solve the enigma 
of reason: weaknesses of reasoning could now be blamed on type 1 intuitive 
pro cesses, while type 2 reasoning proper could be exonerated. Intuitions, 
it was claimed, make  mistakes that it is one function of reason to correct.39 
Stanovich, for instance, in his 2004 book The Robot’s Rebellion, listed the 
confirmation bias among other alleged cognitive weaknesses of intuition.40 
Similarly, Evans suggested that the confirmation bias resulted from a more 
general “bias to think about positive rather than negative information.”41

This solution— blaming the intuitions— doesn’t make much evolutionary 
sense. Mechanisms of intuitive inference guide our thoughts and actions; 
natu ral se lection has honed some of  these mechanisms for hundreds of mil-
lions of years. Our survival and reproduction very much depend on the quality 
of the information provided by intuitions. As we saw, some specific biases may 
on the  whole be advantageous when they lower the costs of cognition or make 
less likely particularly costly kinds of  mistake. The confirmation bias carries 
none of  these advantages.

Unsurprisingly, then, no confirmation bias emerges from studies of animal 
be hav ior. A mouse bent on confirming its belief that  there are no cats around 
and a rat focusing its attention on breadcrumbs and ignoring other foods to 
confirm its belief that breadcrumbs are the best food would not pass on their 
genes to many descendants. Foraging be hav iors adapt to changing environ-
ments. Animals abandon food patches as soon as they expect to find better 
elsewhere.42  Human intuitions are no worse than the inferences of other ani-
mals. Our ancestors passed on to us abilities for foraging and avoiding pred-
ators, as well as a  great variety of other inferential devices that do not suffer 
from a confirmation bias.43

If anything, as we argued earlier, we should expect intuitions to be biased 
 toward disconfirming, surprising information. An experiment conducted by 
psychologist Thomas Allen and his colleagues offers a nice demonstration of 
the respective biases of intuitions and reason.44 The participants  were shown 
a picture of an individual and two statements describing his be hav ior, and they 
 were then asked to form an impression of this individual. Some participants 
saw the picture of “a young adult Black male wearing a black headband and 
dark sunglasses”45 followed by two statements: “Swore at the salesgirl” and 
“Gave up his seat on the crowded subway to the el derly man.” If you are 
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familiar with the ste reo types of young black males in the United States, you 
 will have figured out that the first statement was designed to comport with 
most participants’ expectations, and the second to be surprising.

In order to test the role of intuition in impression formation, half the par-
ticipants  were stopped from using reason—by having to hold in mind a long 
string of digits, a task that monopolizes resources necessary for sustained rea-
soning.  These participants, then,  were guided by their intuitions. As we 
would have predicted,  these participants paid more attention to the surprising 
statement. By contrast, participants who could reason paid more attention to 
the unsurprising statement. Intuitions aimed at gathering the most useful in-
formation while reasoning aimed at confirming the participants’ ste reo types.

The Myside Bias— and What Is It For?

So far, we have taken for granted that the bias described was a confirma-
tion bias, a bias to confirm what ever view one happens to be entertaining. 
However, some experiments reveal clearly that this is not a good description of 
what reasoning does. For instance, we saw earlier that participants have 
trou ble finding counterarguments to their favorite theories. But when partici-
pants are asked to reason about ideas they disagree with, they easily find 
counterarguments.46

What  these results— and many  others47— show is that  people have no gen-
eral preference for confirmation. What they find difficult is not looking for 
counterevidence or counterarguments in general, but only when what is being 
challenged is their own opinion. Reasoning does not blindly confirm any be-
lief it bears on. Instead, reasoning systematically works to find reasons for 
our ideas and against ideas we oppose. It always takes our side. As a result, it 
is preferable to speak of a myside bias rather than of a confirmation bias.48

This being cleared up, let’s recap. A lot of evidence shows that reasoning 
has a myside bias. Reason rarely questions reasoners’ intuitions, making it very 
unlikely that it would correct any misguided intuitions they might have. This 
is pretty much the exact opposite of what you should expect of a mechanism 
that aims at improving one’s beliefs through solitary ratiocination.  There is 
no obvious way to explain the myside bias from within the intellectualist ap-
proach to reasoning.
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A strong, universal bias is unlikely to be a mere bug, a bad  thing. Instead, 
it is more likely to be a useful feature. What goal could the myside bias serve? 
The analogy of the lone reasoner as scientist proposed by Wason does not 
fit, but another analogy does throw some light on this mysterious bias.

Cicero may be Western civilization’s most illustrious  lawyer, his writings 
on rhe toric echoing from the Roman senate down through the halls of medi-
eval and modern universities. This is how, in De Inventione, he advised ora-
tors to conclude a speech:

It  will be ser viceable both to run over the arguments which you your-
self have employed separately, and also (which is a  matter requiring still 
greater art) to unite the opposite arguments with your own; and to show 
how completely you have done away with the arguments which  were 
brought against you. And so, by a brief comparison, the recollection 
of the hearer  will be refreshed both as to the confirmation which you 
adduced, and as to the reprehension which you employed.49

In other words, when you want to convince someone, give only arguments 
that support your position or that  counter the position you oppose. Cicero 
is bluntly advocating for the myside bias. And it makes complete sense. If a 
 lawyer starts arguing against her client or for the other side,  she’ll soon be out 
of business.50

The  lawyer analogy brings to mind a context in which persuasion is para-
mount and the myside bias makes obvious sense: when defending a point of 
view, the myside bias is a good  thing.51 It is a feature, not a bug. This fits with 
the prediction of the interactionist approach. If the function of reasoning, 
when it produces reasons, is to justify one’s actions or to convince  others, 
then it should have a myside bias.

Being Our Own  Lawyers

If the myside bias is so ingrained in reason, why should Cicero have to re-
mind us to have a myside bias? While the “reason is a  lawyer” analogy can be 
illuminating, especially by contrast with the more typical analogy of reason 
as a scientist, it  shouldn’t be pushed too far. For instance, unlike typical 
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reasoners,  lawyers often argue for positions they personally do not endorse. 
Their “side” is that of the client who employs them. Finding arguments for a 
position we do not support, or even one we disagree with, is difficult. It takes 
skills and training. We may be  lawyers, but only when it comes to defending 
beliefs and decisions we actually endorse.

 There are other reasons not to take the  lawyer analogy too far. Besides 
reason, many other cognitive mechanisms are at play when  lawyers prepare 
their plea. When they consciously suppress arguments against their client or 
use such arguments to anticipate what the other party might say, they rely 
on strategic planning rather than only on ordinary reasoning. This type of 
rehearsed- in- advance consistency in the reasons presented goes beyond what 
can be expected of lay reasoners. Moreover, a  lawyer is committed to defend 
her client come what may. On the other hand, it may be in the best interest of 
ordinary reasoners who, in spite of the myside bias, find or stumble upon 
counterarguments against their own views to take  these counterarguments se-
riously and perhaps even to change their minds.

Most importantly, the  lawyer analogy applies only to the production of ar-
guments. During a court trial, each actor is ascribed a carefully defined role. 
To simplify  things a bit,  lawyers produce arguments, and judges and juries 
evaluate  those arguments. To evaluate arguments, judges and juries also rely 
on reason, but they, unlike the  lawyers, are not supposed to be biased. We  will 
see in Chapter 12 how much the evaluation of arguments fits with the ideal-
ized picture of the disinterested judge.

In an adversarial trial, the two battling parties are locked in a zero- sum game: 
one side’s win is the other side’s loss. While this highlights the utility of the 
myside bias, it might also unnecessarily tie it to competitive contexts. In fact, 
even when  people have a common stake in finding a good solution and are 
therefore engaged in a positive- sum game, having a myside bias may still be 
the best way to proceed.

Imagine two engineers who have to come up with the best design for a 
bridge. Whichever design is chosen, they  will supervise the construction 
together— all they want is to build a good bridge. Ella  favors a suspension 
bridge, Dick a cantilever bridge. One way to proceed would be for each of 
them to exhaustively look at the pros and cons of both options, weigh them, 
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and rate them. They would then just have to average their ratings—no dis-
cussion needed, but a lot of research.

Alternatively, they can each build a case for their favored option. Ella would 
look for the pros of the suspension bridge and the cons of the cantilever; Dick 
would do the opposite. They would then debate which option is best, listening 
to and evaluating each other’s arguments. To the extent that it is easier to eval-
uate arguments presented to you than to find them yourself, this option 
means less work for the same result: Ella and Dick each have to find only half 
as many arguments to thoroughly review the pros and cons of each option.

The myside bias  doesn’t turn argumentation into a purely competitive en-
deavor. Argumentation is a form of communication and is typically pursued 
cooperatively. At its best, the myside bias becomes a way of dividing cogni-
tive  labor. In Chapter 12, we  will see a similar dynamic at play in the way reason 
evaluates, rather than looks for, arguments.



The Cicero we met in Chapter 11 recommending complete one- sidedness was 
a mere “boy,” whose advice was “rough and incomplete.” Many years  later 
the Roman orator, rich of the “experience which [he] gained from so many 
and such impor tant  causes as [he has] pleaded,”1 tells a diff er ent tale:

If ever a person  shall arise who  shall have abilities to deliver opinions 
on both sides of a question on all subjects,  after the manner of Aristotle, 
and, from a knowledge of the precepts of that phi los o pher, to deliver two 
contradictory orations on  every conceivable topic, . . .  and [who]  shall 
unite with  those powers rhetorical skill, and practice and exercise in 
speaking, he  will be the true, the perfect, the only orator.2

Accumulating arguments for one side had become child’s play for this 
veteran of many senate fights. To make a  great case, an orator must com-
bine rhetorical skills with the ability to anticipate and take into account 
potential counterarguments. While a speaker might still only pres ent argu-
ments for her side, her mind must be agile enough not to be blinded by the 
myside bias.

We claim that the myside bias makes sense when the goal is to justify one’s 
ideas and actions or to convince  others. But  wouldn’t justification or convic-
tion be better served if reason allowed us also to find arguments against our 
side, even if only to refute them? A skilled orator spends time honing her 
argument— its content, its form, its delivery. From Cicero and Quintilian to 
con temporary speechwriters and spin doctors, massive efforts are expended 
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to devise convincing arguments. If reasoning, as we claim, evolved to change 
 others’ minds,  shouldn’t it look for such well- crafted arguments?

 Here, then, is a potential prob lem for our interactionist theory: a substan-
tial amount of evidence— and a passing familiarity with Internet comments— 
shows that  people are far from being natu ral Ciceros. In Chapter  11 we 
encountered Deanna Kuhn’s study of argumentation demonstrating the diffi-
culty most  people have in finding counterarguments. The same study 
showed that even in support of their own point of view,  people often give 
rather weak arguments. Asked about her opinion on school failure, one of 
Kuhn’s participants identified poor nutrition as the main culprit.  Here’s an 
excerpt from the interview:

Experimenter:  If you  were trying to convince someone  else that your 
view is right, what evidence would you give to try to show this?

Participant:  The points that they get in school. The grades that they get 
in school to show . . .  

Experimenter:  What would that show?
Participant:  That they are lacking something in their body. That the 

kids who  were failing lack something in their body.3

As Kuhn points out, the participant “makes it clear that the existence of 
the phenomenon itself is sufficient evidence that it is produced by the cause 
the [participant] invokes.”4 Other participants offered explanations that  were 
close to a restatement of their theory. Most could not think of what would con-
stitute evidence supporting their ideas. Kuhn’s bleak assessment of untrained 
participants’ argumentative skills is shared by other eminent psychologists, 
such as Richard Nisbett and Lee Ross, who suggest that  people are generally 
content with the first reason they stumble upon,5 or David Perkins, who 
asserts that many arguments make only “superficial sense.”6

That reasoning  shouldn’t always be able to home in on excellent, knock-
down arguments is obvious enough: looking for good reasons is a costly, time- 
consuming business.  There has to be a trade- off between the quality of the 
reasons and the effort put in finding them. However, what  these psychologists 
claim is not that we find very good, even if imperfect, reasons but that we find 
quite superficial, weak reasons.
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This is another prob lem for the intellectualist approach. If reason’s func-
tion is to improve the lone reasoner’s beliefs and decisions, it had better pro-
vide good reasons for them. In fact, however,  people’s criteria for their own 
reasons are pretty lax. So not only do  people mostly find reasons that sup-
port their intuitions (the myside bias), they  don’t even make sure that the rea-
sons are much good. It’s hardly surprising that reason should by and large 
fail at correcting mistaken intuitions.

What about reason aimed at changing  others’ minds?  Wouldn’t  people be 
more persuasive if they acted like  lawyers, investing time and effort to antici-
pate potential counterarguments and find better arguments? Reason evolved 
to be used not in law courts but in informal contexts. Not only are the stakes 
of an everyday discussion much lower, but its course is also very diff er ent. 
A discussion is interactive: instead of two long, elaborate pleas,  people 
exchange many short arguments. This back- and- forth makes it pos si ble to 
reach good arguments without having to work so hard.

Interactive Argumentation Is Easier

Sociolinguists stress how much interlocutors help each other communicate 
effectively, for instance by providing constant feedback that they follow 
what the speaker is saying: all  these “Hm hms,” “Yeahs,” nods, and so forth. 
Drawing on this tradition, the anthropologist and linguist Steven Levinson 
has argued that  humans are endowed with an “interaction engine.”7 Our 
communicative abilities are tailored to the interactive context in which they 
naturally function. For instance, when we want to refer to someone, we often 
have a wide array of options: “Ms. Catherine Turk,” “Ms. Turk,” “Kate,” 
“the head of the accounting department,” and so forth. Which option is most 
appropriate in a given context depends, inter alia, on how well the interlocutor 
knows the person. Happily, if we use the wrong option, the miscommunication 
can easily be fixed:8

Michael:  I had lunch with Kate.
Rob:  Who?
Michael:  Kate Turk.
Rob:  I just arrived  here. I  don’t think I know her.



Michael:  Sorry. She’s the head of the accounting department.
Rob:  Ah, right.

 Here Michael starts off with the most conventional way of referring to a fa-
miliar person in the United States: the first name. Rob’s answers allow him 
to refine his description  until he reaches the appropriate level.

Without using feedback from the interaction partners, deciding the most 
appropriate form to use would involve much reflection:

Michael, reflecting:  Every body  here knows Kate. But Rob just arrived. 
However, Kate always makes an effort to introduce herself to every-
body when they arrive. Rob got  here two days ago, so he should know 
her. But I  haven’t seen Kate yesterday or the day before, so perhaps 
she was sick and  didn’t come. I’d better specify who she is just in case.

The solution  people adopt— starting out with what seems to be the best 
option and, if necessary, refining it with the help of feedback—is the most eco-
nom ical. For communicators, being “lazy”— using the shortest form likely to 
be understood—is being smart.9

The feedback from the interlocutor is useful for at least two reasons. One 
reason is that it is the interlocutor’s understanding that  matters in the end, so 
it is easier to let her decide  whether she understands or not. Another reason 
is that the interlocutor can do more than indicate she  doesn’t understand 
what the speaker means: she can actively guide the speaker’s efforts, as Rob 
did when he told Michael why he  doesn’t know who Kate is.

Reasoners face a similar challenge: figuring out what is the best way to 
get their message across. They, too, could engage in elaborate guesswork 
to find the best argument in  every situation. This strategy is both time and 
effort intensive, and far from being foolproof, as illustrated by the following 
exchange:

Sherlock Holmes meets his friend Watson at a coffee shop.

Holmes:  My dear Watson, I  didn’t dare interrupt— you  were in such 
charming com pany! I’ve been observing the two of you for a few 
minutes, and I must absolutely advise you to see this  woman again! 
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She’s a perfect match for you. You may say that she’s younger than 
you, but the age difference is not that large. I know you have a  thing for 
brunettes, and she’s blond, but that should easily be overlooked. I also 
observed that while you  were talking of personal  matters,  there  were 
no signs of physical intimacy, but I’m persuaded that would come 
quickly enough. Watson, I’m sure this  woman is perfect for you!

Watson:  She’s my  sister.

Of course, Conan Doyle always rigged the situation so that his Holmes 
would not commit this kind of faux pas. Our Holmes, who is also fictional but 
a tad more realistic, was unable to guess that Watson’s charming companion 
was his  sister. Had he paused  after exclaiming, “You  were in such charming 
com pany!,” Holmes would have been told that the lady was Watson’s  sister 
and would have avoided further embarrassment.

Feedback plays an impor tant role even in  simple forms of argumentation. 
Take this banal exchange:

Hélène:  We should go to Isami; it’s a good restaurant.
Marjorie:  I  don’t know. I had Japa nese last week already.
Hélène:  But this one is very original.

Isami might be a  great place for many reasons— its originality, but also 
the prices, the freshness of the fish, the crowd— but Hélène  doesn’t list them 
all at the outset. Instead, she offers a generic summary assessment: “it’s a 
good restaurant.” This first argument  doesn’t sway Marjorie, but she  doesn’t 
simply say “no.” Instead, she provides a reason for her dissent: “I had Japa-
nese last week already.” Thanks to Marjorie’s feedback, Hélène can tailor 
her next argument, pointing out the quality of Isami that is most likely to 
change Marjorie’s mind. In another context, the exchange might have gone 
as follows:

Hélène:  We should go to Isami; it’s a good restaurant.
Marjorie:  I  don’t know. I  don’t have much money at the moment, and Japa-

nese restaurants can be quite pricy.
Hélène:  But this one is quite cheap.



Among all the arguments Hélène could have put forward at the outset, some 
are much more likely to convince Marjorie than  others. Hélène could have 
tried to anticipate which arguments would be most convincing, but that would 
have taken some effort— even in the unlikely event that she had access to all 
the pertinent information, from where Marjorie ate last week to the state of 
her bank account.

Admittedly, sometimes achieving prompt conviction is crucial. When Vol-
taire, the high priest of French Enlightenment, was about to be lynched by 
an En glish mob, he had to convince them quickly that he was a genuine an-
glophile (which he apparently did). Fortunately, very few discussions have 
such urgency. Most aim at deciding who should do the dishes,  whether the 
Joneses should be invited for dinner, or what is the best movie in the theaters 
at the moment. Failing to immediately prevail in mundane discussions is 
nearly costless. Even when the stakes are higher— does the customer buy the 
car, does the policeman accept your account, should your  family move to 
Singapore or stay in Hong Kong— failing with the first reason is rarely critical; 
more reasons can be tried out.

Providing a stream of poor reasons does carry a cost: making the speaker 
look daft. As a result, even casual arguers should exhibit a moderate degree 
of quality control regarding the reasons they provide. What is clear, however, 
is that our interactionist theory does not predict that  humans should be born 
Ciceros, weaving complex arguments and spontaneously anticipating rebut-
tals. Reason should make the best of the interactive nature of dialogue, refining 
justifications and arguments with the help of the interlocutors’ feedback.

Refining Reasons

The experiments presented earlier, which prompted psychologists to deplore 
the poor quality of the reasons put forward by participants, did not take place 
in a typical dialogic context. When a normal interlocutor is not swayed by a 
reason, she offers counterarguments, pushing the speaker to provide better 
reasons. An experimenter, by contrast, remains neutral. She may prompt the 
participant for more arguments, but she  doesn’t argue back. If reason evolved 
to function in an interactive back- and- forth, strong arguments should be ex-
pected only when they are called for by an equally strong pushback.
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To evaluate  people’s ability to construct arguments in a genuine argumen-
tative setting, Lauren Res nick and her colleagues asked small groups of 
students to discuss a controversial topic. Participants  were able to exchange 
several arguments  every minute, bringing new ideas to the  table and criti-
cizing each other’s suggestions and arguments. Thanks to this back- and- 
forth, the participants performed well and the researchers  were “impressed 
by the coherence of the reasoning displayed. Participants . . .  appear to build 
complex argument and attack structure.  People appear to be capable of 
recognizing  these structures and of effectively attacking their individual 
components as well as the argument as a  whole.”10 Deanna Kuhn and her col-
leagues reached a similar conclusion in a more quantitative study:11 they found 
that the students  were able to produce much better arguments— about, 
say, the death penalty— after arguing about that topic with their peers. They 
clarified the links between premises and conclusions, added evidence to 
support their opinions, and relied on a wider range of argument types.

At the end of Chapter 11, we saw how the myside bias could turn into an 
efficient way of dividing cognitive  labor, with each individual finding argu-
ments for her side and evaluating arguments for the other side. The pro cess 
we have just described is another elegant division of cognitive  labor. Instead 
of engaging in a costly and potentially fruitless search for a knockdown argu-
ment, reasoners rely on the interlocutors’ feedback, tailoring their arguments 
to the specific objections raised.

Fallacy? What Fallacy?

 People exercise low quality control on their own reasons and are easily satis-
fied with relatively weak justifications and arguments. From the interactionist 
point of view, this is readily explained by the fact that reason evolved to work 
in an interactive setting. As predicted,  people end up formulating better, 
more pointed arguments in the back- and- forth of a dialogue than when rea-
soning on their own.

What about quality control on other  people’s reasons, though?  Here 
the interactionist approach makes very diff er ent predictions. If one can af-
ford to be lax when evaluating one’s own reasons, one  ought to be more de-
manding when evaluating  others’ reasons. Other wise we would accept the 



silliest excuses as good justifications and the most blatant fallacies as good 
arguments. We would be all too easily manipulated. This prediction goes 
against a common idea that  people are easily gulled by sophistry. This 
common idea, however, is wrong, in part  because it relies on misguided cri-
teria for evaluating arguments. When more sensible criteria are used, experi-
ments reveal that  people tend to accept reasons when they should, and only 
when they should.

A common criterion used to distinguish good from bad arguments is 
 whether they can be categorized as an informal fallacy, from the ad populum 
to the ad hominem. Lists of such fallacies  were already produced in classical 
antiquity and  today can be easily found online. The issue is that for almost 
each and  every type of fallacy in such lists,  there are counterexamples in 
the form of arguments that meet the criteria to be declared fallacious but 
that in real life are quite acceptable or even good arguments, arguments that 
might convince a rational audience.12

 Here is a tu quoque (“you too”) fallacy:

Yoshi:  You  shouldn’t drink since you’ll be driving!
Makiko:   Weren’t you yourself caught driving  under the influence a 

month ago?

Makiko’s objection is supposed to be a fallacious argument against the advice 
given by Yoshi.  After all, the fact that he does not follow his own advice does 
not make it wrong. On the other hand, if one suspects the speaker has a good 
reason not follow his own advice, then the tu quoque argument would be quite 
reasonable:

Yoshi:  You  shouldn’t eat  these choco lates that Aunt Hélène brought 
us; they are not very good!

Makiko:   Didn’t you almost finish the box?

In this case, Makiko’s objection does cast a reasonable doubt on the reliability 
of Yoshi’s advice.

 Here is an ad ignorantiam fallacy (arguing that a claim is true  because it is 
not known to be false):
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The policeman:  I am convinced that Ishii is a spy. I could find no 
evidence that he is not.

The policeman’s argument is supposed to be fallacious  because not knowing 
that a proposition is false is generally not a good argument that it is true. On the 
other hand,  there are cases where such an argument is indeed quite good:

The policeman:  I am convinced that Ishii is a law- abiding citizen. I could 
find no evidence that he is not.

We could multiply the examples but our point would each time be the same: 
tu quoque is fallacious except when it is not; ad ignorantiam is fallacious 
except when it is not; in fact, most if not all fallacies on the list are falla-
cious except when they are not. This is often implicitly acknowledged 
when the fallacies are given a more careful definition. The tu quoque fallacy is 
an inappropriate use of the fact that the interlocutor does not abide by her 
own judgment, the ad ignorantiam fallacy is an inappropriate use of the fact 
that the claim examined is not known to be false, and so on.

This way of defining fallacies gives us license to invent in defi nitely many 
new types: the Mount Everest fallacy (inappropriate comparison to the Mount 
Everest in an argument), the chicken soup fallacy (inappropriate use of facts 
about chicken soup in an argument), and so on.  After all, the po liti cal phi los-
o pher Leo Strauss in ven ted the reductio ad Hitlerum fallacy, which consists in 
arguing against an opinion by inappropriately comparing it to a view that 
Adolf Hitler might have held. Fallacious references to Hitler are much more 
frequent than fallacious references to Mount Everest, so why not enjoy the fun 
of labeling such references with a special name?

The standard view of informal fallacies has been attacked by psycholo-
gists Ulrike Hahn, Mike Oaksford, and their colleagues.13 They have detailed 
the variables that should make some arguments more convincing than  others. 
For instance, in the appeal to ignorance, one of the main variables is: How 
likely are we to find positive evidence if we look for it? The spy argument 
is weak  because it is difficult, even for a policeman, to find evidence that 
someone is not a spy—if spies  were easy to recognize, they would not remain 
spies for long. By contrast, if a policeman looks for evidence that an indi-



vidual is a delinquent when such is indeed the case, he is quite likely to find 
the evidence. If he does not, this is in fact evidence that the individual is not 
a delinquent. Moreover, spies are, fortunately, much rarer than good citizens, 
further undermining the spy argument.

Hahn and Oaksford’s case is not only theoretical. They have tested their 
hypotheses by manipulating relevant variables and asking  people to evaluate 
the resulting arguments. What they found, with a variety of examples, is that 
 people rate arguments in a rational way and  don’t easily fall prey to genuinely 
fallacious arguments.

For instance,  here’s one of the arguments—an ad ignorantiam— that they 
asked participants to rate:

This drug is likely to have no side effects  because five meticulously con-
trolled, large- scale clinical  trials have failed to find any side effect.

When given this argument,  people rate it as being quite strong. Participants 
also react appropriately when the argument changes. For instance, they are 
less convinced if only two  trials failed to reveal any side effect. Similar results 
 were obtained for diff er ent types of arguments. On the  whole, the evidence 
shows that when  people are presented with truly fallacious arguments, they 
are reasonably good at rejecting them.14

Evaluating One’s Own Reasons as if They  Were Someone Else’s

The experiments we reviewed suggest that  there is an asymmetry between how 
 people produce reasons— they are relatively lax about quality control— and 
how they evaluate  others’ reasons— they are much more demanding. With Em-
manuel Trouche, Petter Johansson, and Lars Hall, Hugo conducted a tricky 
experiment that aimed at making this asymmetry as plain as pos si ble. It in-
volved getting  people to evaluate their own arguments as if they  were someone 
 else’s.15

In the first phase of the experiment, participants tackled five  simple rea-
soning prob lems regarding the products sold in a fruit and vegetable shop. 
For instance, they might be told that in the shop, “none of the apples are 
organic.” From this, they had to draw a conclusion as quickly and intuitively 
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as pos si ble, choosing among several options such as “Some fruits are not 
organic” and “We cannot tell anything for sure about  whether fruits are or-
ganic in this shop.” One participant whom we  will call Rawan, for instance, 
selected as the correct conclusion, “Some fruits are not organic.”

In the second phase, participants  were asked to give reasons for their in-
tuitive answers to each of the five prob lems they had answered in the first phase 
of the experiment. As they did so, they could, if they wanted, modify their 
initial answer. Given what we know about the production of reasons, we 
 shouldn’t expect much to happen at this juncture. Most participants should 
produce reasons that support their intuition without carefully checking how 
good their reasons are and without revising their initial se lection. Indeed, only 
14  percent of participants changed their minds, and the change was as likely 
to be for the better as for the worse. Rawan was among  those who  didn’t 
change their minds. For her answer to the organic fruit prob lem, she offered 
the following justification: “ Because none of the apples are organic, and 
an apple is one type of fruit, we can say that some of the fruits in the store are 
not organic.”

In the third phase of the experiment, participants  were given one by one 
the same five prob lems, and reminded of the answers they had given. They 
 were then told about another participant who, on an earlier day, had answered 
differently, and they  were given this participant’s answer and argument. On 
the basis of this argument, they could change their mind and accept the other 
participant’s answer or they could stick to their original answer.

With one of the five prob lems, we played a trick on the participants and 
told them that their answer had been diff er ent from what it had actually 
been. We told Rawan, for example, that she had answered, “We cannot tell 
anything for sure about  whether fruits are organic in this shop.” Moreover, 
we told her that someone  else had selected the conclusion, “Some fruits 
are not organic” and given as justification “ Because none of the apples are 
organic, and an apple is one type of fruit, we can say that some of the fruits 
in the store are not organic” (which had been Rawan’s own se lection and 
argument).

We hoped to have the perfect setup to test the asymmetry between the 
production and the evaluation of reasons: participants were led to evaluate an 
argument they had given a few minutes earlier as if it was someone  else’s. 



And it worked. About half of the participants, Rawan included, did not no-
tice that they had been tricked into thinking their own reason was somebody 
 else’s.

Would participants we had successfully misled at least agree with the 
argument they had themselves produced a moment before? Well, no. Even 
though they had deemed the argument good enough to be produced, they 
became much more critical of it when they thought it was someone 
 else’s, and more than half of the time, they found it wanting. Reassuringly, 
 there was a tendency for participants to be more likely to reject their own 
bad reasons than their own good reasons. Rawan, who had initially given a 
good reason, found the same reason convincing when she thought someone 
 else had given it.

Accepting Good Arguments

So far, we have stressed one impor tant feature of reason evaluation: it should 
be demanding enough to reject poor reasons. But it is just as impor tant that 
it should accept good reasons. Reasoning, we argued in Chapter 10, serves a 
function both for communicators and for their audiences. In a situation where 
a communicator wants to make a claim that the audience is unlikely to accept 
just on her authority, reasoning generates arguments that the audience might 
evaluate and accept, and hence accept the claim. For the audience, reasoning 
is a tool of epistemic vigilance. It serves to evaluate arguments provided by a 
communicator so as to reject claims that are poorly supported and to accept 
claims that are well supported. Indeed, the  whole point of epistemic vigilance 
is not just to reject dubious information but also to accept good information. 
For this we must be able to change our minds when presented with good 
enough reasons to do so.

To test this prediction, with Emmanuel Trouche and Jing Shao we con-
ducted a series of experiments using the following prob lem, which we can call 
the Paul and Linda prob lem:16

Paul is looking at Linda and Linda is looking at John. Paul is married 
but John is not. Is a person who is married looking at a person who is 
not married?
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The three pos si ble answers are “Yes,” “No,” and “Cannot be determined.” 
Think about it for a minute— it’s a fun one.

Most  people answer “Cannot be determined,” thinking that knowing 
 whether Linda is married or not is necessary to answer the question for sure. 
But consider this argument:

Linda is  either married or not married. If she is married, then she is 
looking at John, who is not married, so the answer is “Yes.” If she is 
not married, then Paul, who is married, is looking at her, so the answer 
is “Yes” again. So the answer is always “Yes.”

If you are anything like our participants (Americans and Chinese recruited 
online), then you are likely to accept the argument. When we gave the par-
ticipants the argument, more than half changed their minds immediately. By 
contrast, if you had figured out the prob lem on your own and we had told 
you, “The answer is ‘Cannot be determined’  because we  don’t know  whether 
Linda is married or not,” then you would never have changed your mind. 
The way  people evaluate  these arguments is remarkably robust.

When we gave our participants the argument for the correct answer, we 
 didn’t tell them it was our argument (as experimenters). We told them it 
had been given by another participant in a previous experiment. So they had 
no reason to trust her more than they trusted themselves. To make  things 
worse, we told some participants that the individual who gave them the argu-
ment was  really,  really bad at this kind of task. We told  others that the indi-
vidual who gave the argument would make some money if the participants 
got the prob lem wrong. So they expected an argument from someone who 
they thought was  either stupid or out to trick them. And yet when they saw the 
argument, most accepted it. Indeed, although the participants had said that 
they did not trust the individual giving them the argument one bit, this lack 
of trust barely affected their likelihood of accepting the argument.

We also asked some participants to think hard about the prob lem and to 
justify their answers. A few of them did get it right. But most got it wrong, 
and  because they had thought hard about it, they  were  really sure that their 
wrong answer was right. Most of them said that they  were “extremely confi-
dent” or even “as confident as the  things I’m most confident about.” But that 



 didn’t make them less likely to change their mind when confronted with the 
argument above than participants who had had their doubts. Even though they 
could have sworn that the conclusion was wrong, when they read the argu-
ment, they  were swayed all the same.

The Two  Faces of Reason

In this chapter and in Chapter 11, we have looked at how reasoning produces 
arguments and at how it evaluates the arguments of other  people. The results 
can be summarized in  Table 2.

The “production of reasons” row is  really bad for the intellectualist ap-
proach. When  people reason on their own, they mostly produce reasons that 
support their decisions or their preconceived ideas, and they  don’t bother to 
make sure that the reasons are strong. As  we’ll see in Chapter 13, this is a  recipe 
for disaster: not only is the solitary use of reason unlikely to correct mistaken 
intuitions, but it might even make  things worse.

The fact that  people are good at evaluating  others’ reasons is the nail in the 
coffin of the intellectualist approach. It means that  people have the ability to 
reason objectively, rejecting weak arguments and accepting strong ones, 
but that they do not use  these skills on the reasons they produce. The 
apparent weaknesses of reason production are not cognitive failures; they are 
cognitive features.

This picture of reason fits with the predictions of the interactionist ap-
proach.  People produce reasons as predicted by the theory: they find reasons 
for their side— a good  thing if their goal is to change  others’ minds—and 

Table 2 The two  faces of reason

Bias Quality control

Production of reasons Biased:  people mostly 
produce reasons for their 
side

Lazy:  people are not very 
exigent  toward their own 
reasons

Evaluation of  others’ 
reasons

Unbiased:  people accept 
even challenging reasons, if 
 those reasons are strong 
enough

Demanding:  people are 
convinced only by good 
enough reasons
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they start out not with the strongest reasons but with reasons that are easier 
to find, thus making the best of the feedback provided by dialogic settings. 
People also evaluate  others’ reasons as expected, rejecting weak reasons 
but accepting strong enough reasons, even if that means revising strong 
beliefs or paying attention to sources that  don’t inspire trust.

If we take an interactionist perspective, the traits of argument production 
typically seen as flaws become elegant ways to divide cognitive  labor. The most 
difficult task, finding good reasons, is made easier by the myside bias and by 
sensible laziness. The myside bias makes reasoners focus on just one side of 
the issue rather than having to figure out on their own how to adopt every-
one’s perspective. Laziness lets reason stop looking for better reasons when 
it has found an acceptable one. The interlocutor, if not convinced,  will look 
for a counterargument, helping the speaker produce more pointed reasons. 
By using bias and laziness to its advantage, the exchange of reasons offers an 
elegant, cost- effective way to solve a disagreement.



Arthur Conan Doyle’s novel The Hound of the Baskervilles begins when a 
Dr. Mortimer tries to hire Sherlock Holmes’s ser vices:

“I came to you, Mr. Holmes,  because . . .  I am suddenly confronted with 
a most serious and extraordinary prob lem. Recognizing, as I do, that you 
are the second highest expert in Europe — — —”

“Indeed, sir! May I inquire who has the honour to be the first?” 
asked Holmes with some asperity.

“To the man of precisely scientific mind the work of Monsieur Ber-
tillon must always appeal strongly.”

“Then had you not better consult him?”1

Who was this Monsieur Bertillon, superior even to Holmes as an expert 
detective? Alphonse Bertillon was, at the end of the nineteenth  century, one 
of the most respected policemen and forensic scientists of the world. He had 
developed a scientific method for recording the identity of criminals based 
on anthropometry: a precise mea sure ment of vari ous traits, from the size of 
the left foot to the length of the right ear.2 The most famous component of 
this system, still used  today, is the mug shot, a standardized way of photo-
graphing  people who have been arrested.

It is for his expertise in the new domain of photography that Bertillon is 
contacted by investigators from the French army in early October 1884. His 
task is to take a series of pictures of an extremely sensitive document, a letter 
known as the bordereau, written by a French officer spying for the Germans. 

13
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Bertillon obliges. A few years  later, this tiny piece of paper  will turn him into 
the most ridiculed man in France.

On October 13 Bertillon is asked to perform one more task, one that lies 
outside his area of expertise. In order to identify the bordereau’s writer, he must 
tell  whether the writing on another letter matches that of the bordereau.  After 
a few hours, Bertillon concludes that the same person very likely wrote both 
letters. That, however, is not conclusive enough for the lieutenant- colonels 
Henry and du Paty de Clam, who lead the inquest. They want a definitive in-
dictment. And so, two days  later, they visit Bertillon once again. Now they 
give him more information: they have evidence that Captain Albert Dreyfus 
is the spy who leaked French secrets to the Germans. All they need is a final 
proof: that the bordereau bears his handwriting. Actually Henry and du Paty 
de Clam have no other piece of evidence, but Bertillon does not know 
that, and with the extra confidence afforded by anti- Semitism, he happily 
starts working with the premises that the Jew Dreyfus is guilty.

Bertillon’s mind works tirelessly with a single purpose: proving that Dreyfus 
wrote the bordereau.  Here’s what he has to work with: two letters— the bor-
dereau and a sample of Dreyfus’s writing— that have some similarities but also 
marked differences.  These differences are sufficient for real experts to con-
clude that the two letters have not been written by the same person. But Ber-
tillon is smarter than that. Only by imagining what clever deceptions Dreyfus 
has devised  will this connoisseur of the criminal mind be able to prove the 
traitor’s guilt.

Bertillon won ders: What kind of spy would write such a compromising 
message in his own hand? (The real spy, as it turns out, but no one knows 
this yet.) In Bertillon’s mind Dreyfus, a spy, and a Jew to boot, is too shrewd 
to make such a glaring  mistake. He must have disguised his hand. This ex-
plains the differences between Dreyfus’s normal writing and the bordereau.

But now Bertillon has another prob lem: How to account for the similari-
ties? Why  hasn’t that shrewd spy simply used a completely diff er ent writing? 
To answer this question Bertillon comes up with his chef- d’œuvre, the 
keystone of his system: the theory of the auto- forgery.

Imagining what a shrewd spy might do, Bertillon realizes that transforming 
one’s writing would work only if the potentially incriminating document  were 
found in a nonincriminating place. Then Dreyfus could use the disparities to 
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claim that he was not the author of the bordereau. However, if the letter  were 
discovered on Dreyfus’s person or in his office, he could not simply claim that 
it  wasn’t his. Instead, this master of deception would have to say that he was 
being framed, that someone had planted the bordereau. But if someone  were 
to try to frame Dreyfus, surely they would be careful to reproduce his hand-
writing. And so Dreyfus set out to imitate his own handwriting—he engaged 
in auto- forgery. Frank Blair, a Chicago  lawyer writing at the time of the affair, 
offers a sarcastic summary of Bertillon’s reasoning:

In short the differences between Dreyfus’s natu ral hand and that of the 
bordereau, admitted by Bertillon,  were, according to him, artfully put 
in by Capt. Dreyfus to throw off suspicion; while the absolute similari-
ties  were put in to enable him, in a proper case, to claim they  were traced 
from his own handwriting, and therefore, done by someone  else.3

If Dreyfus’s handwriting looks like that of the bordereau, he is guilty. If it 
does not, he is guilty. The blatant flaw in the reasoning  doesn’t deter Bertillon, 
who states in conclusion: “I have arrived at a set of observations and com-
ments that embrace all the facts with a comprehensiveness so perfect that the 
conclusions impose themselves indisputably.”4 Partly on the strength of Ber-
tillon’s “evidence,” Dreyfus is arrested, tried, and sentenced to cashiering and 
life deportation—in a minuscule cell, on a minuscule island, far away from 
France.

A year  later, Lieutenant- Colonel Georges Picquart takes over as head 
of military intelligence. Reviewing the files associated with the Dreyfus case, 
Picquart discovers conclusive evidence that the real culprit is the officer 
Ferdinand Walsin Esterházy. His handwriting matches that of the bordereau 
perfectly. When Bertillon is presented with this evidence, even he has to admit 
that Esterházy’s writing is strikingly similar to the writing on the bordereau. 
But Bertillon’s mind never falls short of reasons to sustain his views; Bertillon 
claims that “the Jews have been training someone for a year to imitate the 
writing”—to become a scapegoat, presumably.5 The higher echelons of 
the military are similarly unmoved. They already have their culprit; another 
one would just mess up their story. Thanks to Picquart, Esterházy is tried. 
Thanks to the generals’ influence, the guilty man is proven innocent, the 
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innocent man proven guilty once more, and the whistle- blower disgraced. 
Dreyfus stays on his island.

It  will take a major social and po liti cal upheaval, brought about by Jean 
Jaurès, Leon Blum, Georges Clemenceau, and, most famously, the novelist 
Emile Zola and his J’accuse, for the army to reopen the case. In 1899, the orig-
inal decision is quashed and a new trial is held in Rennes. Bertillon, again, is 
one of the expert witnesses. His task has become more difficult, as he must 
now prove that the bordereau is not an undisguised note left by the sloppy 
spy Esterházy but the carefully designed product of Dreyfus’s devious mind. 
Bertillon is up to the task. Apotheosis of Bertillon’s system, the deposition 
runs for more than fifty pages of dense text, plus pictures and exhibits.

Of that bordereau, Bertillon peruses  every word, mea sures  every letter, 
photo graphs  every wrinkle. He sees patterns everywhere. When the thirteenth 
line of the bordereau is superimposed on the thirtieth, three letters are aligned.6 
When the word intérêt is taken out and repeated and the two copies put end 
to end, they mea sure 12.5 millimeters, a unit size on military maps.7 Even more 
damning, a standard subdivision of this unit, 1.25 millimeters, is found every-
where in the word: “length of the t’s cross: 3 [units of 1.25 millimeters]; length 
of the acute accent: 1; width of the circumflex, one and a half, and height of 
the final t: 4,  etc.”8 Coincidences? Impossible. The bordereau must be the 
work of a master craftsman who used several templates and a military- issue 
ruler to create one of the most complex forgeries of modern times.

Such considerations can leave no place for doubt and so,  after ten hours of 
deposition(!), Bertillon gives a forceful conclusion: “In the set of observations 
and concordances that form my demonstration  there is no place for doubt, 
and it is made strong by a certainty both theoretical and material that, with 
the feeling of responsibility born of such an absolute conviction, I affirm 
with all my soul,  today as in 1894,  under oath, that the bordereau is the work 
of the accused. I am done.”9

It is hard to tell how impressed the court is with Bertillon’s arguments. In 
any case, the judges find Dreyfus guilty of treason once again, although with 
“mitigating circumstances.” This nonsensical verdict reflects more the need 
to uphold the status quo than the merits (or lack thereof ) of the case. Drey-
fus’s innocence is plain for anyone to see. Refusing to wait for yet a new trial 
that may never happen, Dreyfus consents to be pardoned by President Loubet 
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on September 19, 1899, at the cost of accepting the guilty verdict. He  will have 
to wait seven more years for his final rehabilitation: being reinstated to his 
former rank in the army.

The Bertillon in All of Us

Bertillon offers a fascinating study in the use of reasoning to defend preexisting 
beliefs. He seems to have been truly convinced by his own arguments. When 
three experts  were tasked with evaluating his system, they found an “incom-
prehensible  jumble” “totally devoid of scientific value” whose absurdity was 
“so blatant that one is hard put to explain the length of its exposition.”10 
Yet they also concluded that the very “naiveté with which [Bertillon] unveiled 
the secrets [of his system] would lead one to believe in his good faith.”11

It would be easy to regard Bertillon as a madman— many of his contempo-
raries did. But that would overlook his other wise successful professional 
 career, how he  rose through the ranks and devised new ways to catch 
criminals— hardly what you would expect of a lunatic. And lest we feel too 
smug,  every aspect of Bertillon’s thinking has been reproduced in the labora-
tory, showing how reasoning can lead every one on the wrong track.  These 
experiments have replicated—on a smaller scale, fortunately— the  mental 
pro cesses occurring in Bertillon’s mind. Unambiguously, they point to rea-
soning as the culprit.

When Bertillon mentions the perfect comprehensiveness with which 
he embraces all the facts, he exhibits clear symptoms of overconfidence. 
According to the intellectualist approach, reasoning is supposed to make us 
doubt our own beliefs, especially when they rest on foundations as shaky as 
Bertillon’s. How can reasoning lead to overconfidence instead?

Asher Koriat suggested an answer more than thirty years ago.12 In one of 
his experiments, participants had to answer general knowledge questions, 
such as, “Does Corsica belong to France or Italy?” and to specify how confi-
dent they  were. Participants  were overconfident. If they thought, say, that they 
would be right in 80  percent of the cases on average, they might have the cor-
rect answer only six times out of ten.

While some participants  were not given any special instructions,  others 
 were told to give reasons supporting their answer. This had no effect on 
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confidence  because participants had been  doing that all along: piling up rea-
sons supporting their initial hunch. This is why they  were overconfident. 
And it’s not as if they  were completely unable to think of reasons why they 
might be wrong— when asked to provide such reasons, they obliged, and be-
came less overconfident. But the myside bias stopped them from spontane-
ously engaging in this more objective reasoning.

Between his first, not fully conclusive report and the deposition in Rennes 
fifteen years  later, Bertillon has not only become even more confident, his 
beliefs have also under gone severe polarization. Dreyfus comes out more 
cunning, the conspiracy wider, Bertillon’s testimony more critical than 
ever. Reason had had years to push Bertillon  toward such extremes, but the 
roots of polarization can be observed in a much briefer time. When participants 
 were made to think about someone for a few minutes, they ended up liking 
him more if they had liked him at first, and liking him less if they  hadn’t liked 
him at first.13 In this brief interval of time, they had piled up reasons sup-
porting and reinforcing their initial impression.

Initially, the only evidence Bertillon had of Dreyfus’s guilt was the alleged 
resemblance between his handwriting and that of the bordereau. When Pic-
quart showed Bertillon Esterházy’s handwriting, which exactly matched the 
bordereau, Bertillon should have immediately changed his mind. But between 
his first encounter with the case and Picquart’s intervention, Bertillon had 
built an unyielding scaffold of reasons. This scaffold upheld his original con-
tention in spite of overwhelming evidence against it, a pro cess known as be-
lief perseverance.

The earliest experimental demonstration of belief perseverance was done 
by a team led by Lee Ross in 1975.14 Participants  were asked to distinguish 
between real and fake suicide notes, and  were told how well  they’d done. They 
 were then left to think about their per for mance for a  little while. During this 
time, they thought of many reasons why the feedback made sense: they had 
always been very sensitive, they knew someone who was depressed, and so 
on. Then the participants  were told that in fact the feedback had been com-
pletely bogus, bearing no relationship whatsoever with their  actual per for-
mance. But it was too late. Participants had found many reasons to buttress 
their beliefs, so that even when the initial support was removed, the beliefs 
stood on their own. Participants who had received a positive feedback thought 
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they had done better than  those who had received negative feedback, even 
 after  they’d been told the feedback was bogus.

Reasoning Poorly Together

Bertillon offers a sad example of how “starting with a  mistake, a remorseless 
logician can end up in bedlam.”15 He kept accumulating reasons for his ini-
tial belief in Dreyfus’s culpability, with a blatant lack of self- criticism,  until he 
reached grandiose and absurd conclusions. Bertillon’s mind seems bound-
lessly fertile, but it is only one mind. Imagine what  people can do when they 
gang up to find reasons supporting their beliefs.

Conspiracy theories often start small, questioning accepted facts: Why does 
the American flag allegedly planted on the moon appear on the photos 
to be waving in spite of the lack of wind? Could the World Trade Center 
 really have crumbled on 9/11 the way  people say it did? Some of the  people 
who raise  these questions go online, discover pamphlets, find kindred spirits. 
Soon enough the doubt escalates, alternative answers are found, and pointed 
questions turn into full- blown paranoia. Officials must be lying. The govern-
ment has to be in on it— NASA, the CIA, the FBI, the NSA. The conspiracy 
has to be global, pushed by the United Nations, the Bilderberg group, and 
more often than not, some form of “international Jewry,” heirs to the anti- 
Semitic conspiracy theories of Bertillon’s days.16

While the development of vast conspiracy theories involves hundreds of 
 people, smaller groups can also be led astray by reason. In the 1960s, the Yale 
psychologist Irving Janis started investigating when and why small groups 
make poor choices. He examined in detail the pro cess that led to disastrous 
decisions such as the failed attack on Cuba launched by the American gov-
ernment in 1961— the infamous Bay of Pigs invasion. For Janis, the culprit was 
groupthink, the failure of group members to criticize each other’s suggestions 
and to consider alternatives.17

The prob lems caused by a lack of dissent have also been captured in the 
laboratory, where psychologists have accumulated evidence of group po-
larization. Put a bunch of  people together and ask them to talk about 
something they agree on, and some  will come out with stronger beliefs. 
Racists become more racist, egalitarians more egalitarian.18 Hawks increase 
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their support for the military; Doves decrease it.19 When you agree with 
someone, you  don’t scrutinize her arguments very carefully— after all, you 
already accept her conclusion, so why bother? When like- minded  people 
argue, all they do is provide each other with new reasons supporting 
 already held beliefs. Just like solitary reasoners, groups of like- minded 
 people can be victims of belief polarization, overconfidence, and belief 
perseverance.20

Evolution  Doesn’t Care How Good We Feel

Reasoning can lead to outlandish territories— Bertillon developing his system, 
a conspiracy theorist thinking that lizard men control the earth. It is only 
natu ral to dismiss  people who adopt such beliefs as crazy or stupid—or, more 
politely, to suggest that they suffer from cognitive limitations.

The facts do not support this interpretation. Bertillon was neither a madman 
nor a dunce. Few conspiracy theorists suffer from psychosis or cognitive im-
pairment.21 Moreover,  people who cannot be suspected of any  mental defi-
ciency share the same plight. Linus Pauling went from seeing vitamin C as a 
remedy for the common cold to hailing it as a universal cure. The escalation 
of the Vietnam War was deci ded by “extraordinarily intelligent, well- educated, 
informed, experienced, patriotic, and capable leaders.”22

This spells trou ble for the intellectualist approach. Not only does reasoning 
fail to fix mistaken intuitions, as this approach claims it should, but it makes 
 people sure that they are right,  whether they are right or wrong, and stick 
to their beliefs for no good reason. Historical examples attest that  these are 
not minor quirks magnified by clever experiments, but real phenomena with 
tragic consequences.

Psychologists sometimes use a distinction between cognitive and motiva-
tional explanations.  People who do or believe something wrong  either must 
be the victims of a cognitive failure or must have been motivated to go astray. 
Since cognitive failures cannot explain the surprising outcomes of reasoning, 
a sensible move is to offer a motivational account, as Ziva Kunda did when 
she defended the prevalence of motivated reasoning. According to her, when 
reason leads  people astray, it is  because of a “wish, desire, or preference” to 
reach a preordained belief,  whether it is accurate or not.23  People may want 
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to believe something for many reasons, but the most common is hedonic: 
 because it makes them feel good.  There would be a desire to believe that leads 
 people to “give preferential treatment to pleasant thoughts and memories over 
unpleasant ones.”24

At its most extreme, a feel- good account could simply claim that  people 
adopt what ever belief is pleasurable—an extreme form of wishful thinking. 
“Wishful thinking” is a phrase commonly used to describe someone’s belief 
when it seems to be grounded not on evidence that the belief is true but on 
the desire that it  were. Moreover, in ordinary conversation, “It’s wishful 
thinking” is often given not just as description but as explanation: “Why does 
John believe he is popu lar? It’s just a case of wishful thinking—he wishes he 
 were!”

From a psychological point of view, and even more from an evolutionary 
one, wishful thinking is something to be explained rather than an explana-
tion. Our beliefs are supposed to inform us about the world in order to guide 
our actions. When the world is not how we would want it to be, we had better 
be aware of the discrepancy so as to be able to do something about it. Thinking 
that  things are the way one wishes they  were just  because one so wishes goes 
against the main function of belief.

It should therefore be no surprise that Kunda and other specialists of mo-
tivated reasoning have shown that  people do not simply adopt beliefs as they 
see fit. They look for reasons, making sure that they can provide some justi-
fication for their opinions— and they drop even cherished beliefs when they 
fail to find justifications for them. For instance,  people have an overall prefer-
ence for believing they are better than average— smarter, better at socializing, 
more sensible, and so forth. However, they do not simply believe what would 
make them happiest: that they are the best at every thing. Instead, they se-
lectively self- enhance, only providing inflated assessments when they 
are somehow defensible.

For instance,  people tend to think they are more intelligent than the 
average— that’s an easy enough belief to defend: they can be good at math, or 
streetwise, or cultured, or socially skilled, and so on. By contrast,  there  aren’t 
two ways of being, say, punctual. Since  people  can’t think of ways to believe 
they are more punctual than the average, they just give up on this belief, or on 
other beliefs similarly hard to justify.25
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Even if reasoning is not wishful thinking, its function could still be to 
make us feel good. A first prob lem with this hypothesis is that reasoning 
often has the opposite effect. Bertillon might have been engulfed by the 
plea sure of complete self- confidence, but he may also have been distressed 
by  every new proof of Dreyfus’s dev ilish ingenuity. The journalist Jona-
than Kay interviewed many conspiracy theorists in the writing of Among 
the Truthers ( people who do not accept the standard account of 9/11). He 
found  people suffering from “debilitating emotional agony” caused by 
“sudden exposure to the magnitude of evil threatening the world.”26 If rea-
soning is supposed to make  people feel good, it fails abysmally. Other cases 
are easy to conjure— the jealous husband who persuades himself his wife is 
cheating on him, the pessimist who keeps finding reasons why humanity 
is bound to self- destroy, the hypochondriac who looks for the symptoms 
of yet another disease.27

Not only does a feel- good explanation fail to fit the facts, it  doesn’t make 
evolutionary sense,  either. It confuses the proximal and the ultimate levels of 
explanation.28 A proximal explanation aims at pinpointing the psychological 
or neurological  causes of a be hav ior. For instance, if Michael gets thirsty and 
drinks some  water, the plea sure he derives from drinking could be a proximal 
explanation for his be hav ior: he drank the  water  because he anticipated that 
it would make him feel good.

Ultimate explanations, by contrast, answer questions at the evolutionary 
level. At the ultimate level, feeling good is no more than a means to an end. 
For evolution, hedonic states— pleasure, pain, happiness, despair— serve the 
purpose of motivating animals to perform certain actions critical to their sur-
vival and reproduction. We feel plea sure while quenching our thirst  because 
drinking is necessary for survival. We experience pain when touching a 
burning log so that we withdraw our hand and avoid long- term damage. We 
like spending time with friends  because having partners and allies has been 
crucial to reproductive success in  human evolution. For the same reason, we 
despair if our friends abandon us. An individual who would find drinking 
painful but would enjoy feeling his hand roast or who would resent the affec-
tion of friends and revel in their loathing would not be well equipped to sur-
vive and reproduce. So  whether or not reasoning helps  people feel good, it 
cannot have evolved to this end.
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Adaptive Lags in Reasoning

The interactionist approach can account for the vari ous epistemic distortions 
introduced by reason— overconfidence, polarization, belief perseverance. 
Chapters  11 and 12 pointed out two major features of the production of 
reasons: it is biased— people overwhelmingly find reasons that support their 
previous beliefs— and it is lazy— people do not carefully scrutinize their 
own reasons. Combined,  these two traits spell disaster for the lone reasoner. 
As she reasons, she finds more and more arguments for her views, most of 
them judged to be good enough.  These reasons increase her confidence and 
lead her to extreme positions.

Many psychologists might agree with this diagnostic. However, such an ex-
planation should only be a first step, soon followed by: Why on earth would 
reasoning behave that way? When an artifact fails to produce the desired re-
sults, this might be  because it is broken, but it might also be  because it is op-
erating in abnormal conditions. If your pen  doesn’t work upside down, if 
your car  doesn’t start with an empty tank, it is not  because they are out of order 
but  because they are not designed to function in such conditions. Biological 
devices also have normal conditions: the conditions to which they are 
adapted.29 The normal conditions for  human lungs are formed by the earth’s 
atmosphere around ground level. Our lungs work splendidly in  these condi-
tions, but less well or not at all in abnormal conditions— high altitudes,  under 
 water, in a tank full of helium, and so forth.

In our interactionist approach, the normal conditions for the use of rea-
soning are social, and more specifically dialogic. Outside of this environment, 
 there is no guarantee that reasoning acts for the benefits of the reasoner. It 
might lead to epistemic distortions and poor decisions. This does not mean 
reasoning is broken, simply that it has been taken out of its normal conditions. 
In the same way, when objects take on new colors  under the sodium lighting 
of an underground parking lot, our color perception is not broken; it is simply 
working in an abnormal environment. The artificial lights that have replaced 
the lighting we encountered during our evolution— chiefly, the sun— mislead 
our color perception.

This explanation— that reasoning now often works in an abnormal envi-
ronment—is incomplete. If a bomb explodes inside the bomber plane rather 
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than when it hits the intended target, the engineer in charge does not get kudos 
by pointing out that the explosion was exactly of the predicted force. When 
the bomb explodes is at least as impor tant as how it explodes. Similarly, when 
a cognitive mechanism is triggered is at least as impor tant as how it works once 
triggered.

The basic trigger of reasoning is a clash of ideas with an interlocutor. This 
clash prompts us to try to construct arguments to convince the other or at least 
to defend one’s own position. This trigger works also in the absence of an 
 actual interlocutor, in anticipation of a pos si ble disagreement. Sometimes 
this anticipation may be quite concrete: a meeting is already scheduled to try 
to resolve a disagreement or to debate opposing ideas. At other times, we 
might just anticipate a chance encounter with, say, a po liti cal opponent, 
and mentally prepare and rehearse arguments we would then be  eager to 
use.  There are even times when we replay debates that have already taken 
place and think, alas, too late of arguments that we should have used.

Sasha, for instance, is about to ask his  mother to let him go to the all- night 
party at Vanessa’s. He has been rehearsing his arguments: he has been working 
very well at school; his homework for the next week is done; the party  will be 
a small affair, nothing wild, nothing his  mother should worry about. The more 
he thinks about it, the more Sasha becomes convinced that his request is per-
fectly reasonable and that his  mother should, of course, say yes.

Several  things can happen then. Sasha might convince his  mother that  there 
are no serious objections to his  going to the party. Or his  mother might con-
vince him that it is not such a good idea  after all— she has heard from other 
parents that the party might be crashed by older kids who would bring beer 
and perhaps even drugs. Also, he seems to be forgetting that  there is an exam 
next week for which he has not yet prepared. Listening to his  mother’s argu-
ments, Sasha might want to argue back. At the end of the back- and- forth,  either 
one  will have convinced the other, or at least both  will have given reasons to 
justify their points of view.

By contrast, if his  mother just said no without paying attention to his argu-
ment, or if he never mustered the courage to ask, Sasha would prob ably see 
the arguments he never gave as compelling; he would see himself as a victim 
of parental injustice and incomprehension. Reasoning in anticipation of a dis-
cussion is fine—as long as the discussion actually takes place.
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What is problematic  isn’t solitary reasoning per se, but solitary reasoning 
that remains solitary. Reasoning, however, is bound to sometimes remain in 
one’s head, as  people cannot fully anticipate when they  will be called to de-
fend their opinions. Just as one can be taken aback by an unanticipated quest 
for justification, one can prepare for a confrontation of points of view that never 
materializes. The latter case may well be more common  because of the differ-
ence in costs between the two types of failures. Being caught unprepared 
to defend an opinion or an action that  others might object to is likely to be 
worse, and hence less common, than rehearsing a defense that in the end  will 
not serve.

Modern environments distort our ability to anticipate disagreements. This 
is one of many cases in which the environment changed too quickly for natu ral 
se lection to catch up. For example, our modern environments make some 
psychoactive substances, from coffee to cigarettes to alcohol, widely available. 
Some of  these substances, such as cigarettes, are clearly bad for their users’ 
fitness (in both meanings of the word). Yet we  haven’t evolved an innate 
disposition to avoid  these substances in the same way that we have innate dis-
positions to avoid poisonous foods. Arguably, the explanation is that  these 
substances would have been much rarer during our evolution and that they 
became common enough too recently for our brains to adapt to the change.

Have environmental changes thrown off- balance our ability to anticipate 
disagreements in the same way they made our reactions to psychoactive sub-
stances dangerous? Life in a modern, affluent society is diff er ent in myriad 
ways from life in the ancestral environment, and some of  these differences 
are bound to affect the way we reason. For instance, before the invention of 
the printing press and the advent of modern media,  people  were typically 
made aware that somebody in their own group had opinions diff er ent from 
theirs thanks to interaction with that person. Finding out about difference of 
opinion and trying to resolve them commonly occurred through repeated 
exchanges of arguments that could be anticipated and mentally rehearsed. 
Nowadays we are inundated with the opinions of  people we  will never meet: 
editorialists, anchormen, bloggers. We are also expected to have an opinion 
on many diff er ent topics— from politics to  music to food— and to be able to 
defend this opinion when challenged, giving us reasons to prepare for a va-
riety of debates that might never occur.
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And this only scratches the surface of the prob lem. More dramatic changes 
affect the workings of reason. Big- city dwellers meet more strangers in any 
single day than their ancestors did in their lifetime. Many of  these strangers 
have diff er ent cultural backgrounds. It is easy to see how this novel mix gen-
erates possibilities for disagreement, making it considerably more complex 
to properly anticipate the need for justifications.

Some cognitive mechanisms have been so fully repurposed by the modern 
world that they bear only a small resemblance to their ancestral form— witness 
the transformations brought by literacy to our ability to recognize  simple ar-
bitrary shapes.30 While we do not believe that reason has under gone such 
dramatic transformations, environmental changes have certainly had an effect 
on when reason is triggered, on how it functions, and even on what goals it 
achieves. Reason is used now in a variety of ways that differ from its evolved 
function— from displaying one’s smarts in a formal debate to uncovering the 
laws of physics. Unfortunately, some of  those new uses of reason, such as pre-
paring for debates that never come, turn out to be potentially harmful to the 
reasoner. As Keynes put it, “It is astonishing what foolish  things one can tem-
porarily believe if one thinks too long alone.”31



In Chapter 13, when solitary uses of reason led  people astray, it was  because 
they started out with a strong intuition— that Dreyfus was guilty, that this was 
the right answer to the prob lem, and so on. The myside bias, coupled with 
lax evaluation criteria, make us pile up superficial reasons for our initial intu-
ition,  whether it is right or wrong. Often enough, however, we  don’t start with 
a strong intuition. On some topics, we have only weak intuitions or no intu-
itions at all— a common feeling at the supermarket, when faced with an aisle 
full of detergents or toilet papers. Or sometimes we have strong but conflicting 
intuitions— economics or biology? Allan or Peter? Staying at home with the 
kids or  going back to work?

 These should be good conditions for the individualist theory to shine. 
Reason has a perfect opportunity to act as an impartial arbiter. When the rea-
soner has no clear preconception, the myside bias is held at bay and reason 
can then guide the reasoner’s choice, presumably for the better. Perhaps it is 
from such cases that beliefs about the efficiency of reason are born in the mind 
of phi los o phers. They make it a duty to examine precisely  these cases in which 
intuitions are weak or conflicting. And if  there is not enough conflict, phi los-
o phers excel at stirring it up: Are you sure other  people exist? Think again! 
 There is a philosophical theory, solipsism, that says other  people  don’t exist 
or, at least, that you can never be sure that they do. Situations where intuitions 
are absent, weak, or conflicting might provide perfect examples of reason 
working in line with the expectations of the classical theory: reach a status quo 
between diff er ent intuitions, and only then let reason do its job. Let’s look at 
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what reason does in such cases, starting with a clever experiment conducted 
by Lars Hall, Petter Johansson, and Thomas Strandberg.

As you walk along the street, a young man approaches you with a clipboard 
and asks  whether you would be willing to take part in a short survey. For 
once, you accept. He hands you the clipboard with two pages of statements 
on po liti cal, moral, and social issues such as “If an action might harm the in-
nocent, it is morally reprehensible to perform it.” You must indicate how you 
feel about each statement on a scale  going from “Completely disagree” to 
“Completely agree.” You fill in the survey and hand the clipboard back.  You’re 
not quite done, though: the young man passes the clipboard back and 
asks you to explain some of your ratings. You happily do so— after all, you take 
pride in being an informed, thoughtful citizen with sound opinions.

What you  haven’t realized is that in the few seconds during which he held 
the clipboard, the young man— who is in fact an experimenter— has, by means 
of a  simple trick, replaced some of the statements on the page with state-
ments having the exactly opposite meaning. For instance, the statement about 
harming the innocent would now read, “If an action might harm the innocent, 
it is morally permissible to perform it” (with “permissible” having replaced 
“reprehensible”) If some statements have been flipped, the answers  haven’t, 
so that for  these statements, the sheet now indicates that you hold the exact 
opposite of the opinion you asserted one minute earlier. If you had indicated 
that you strongly agreed with the first statement, the sheet now says that you 
strongly agree with the second statement, which means the opposite.

Fewer than half of the participants noticed that something was wrong 
with the new answers. The majority went on justifying positions contrary to 
 those they had professed a few minutes earlier, especially if their opinions 
 weren’t too strong to start with.1

Our boundless ability to produce reasons for just about anything we be-
lieve (or we think we believe, as shown by Hall and colleagues) has become 
a staple of social psy chol ogy since the pioneering experiments of Richard 
Nisbett and Tim Wilson in the 1970s that we evoked in Chapter 7. In one 
experiment, Nisbett and Wilson  were standing outside malls pretending to sell 
stockings.2 Some passersby stopped at their stall, made a choice, and, when 
asked, happily justified their decision: “This one looks more resistant”; “I 
prefer the color of that one.” But the psychologists knew all  these explana-
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tions to be bogus: they had mischievously displayed strictly identical pairs 
of stockings. That all the stockings  were the same did not stop  people from 
expressing preferences, which must have been based, then, on the position 
of the pairs in the display (many participants showed a right- most bias, for 
instance).

In such experiments participants start out with weak intuitions. In the sub-
stitution of statements experiment, it is mostly  those participants who had 
expressed only mild agreement or disagreement and who therefore  didn’t 
have strong intuition on the issue who failed to detect the manipulation. In 
the second experiment, the stockings  were all the same, so what ever prefer-
ence was created by their position would have been very weak. Still, reason 
 doesn’t do the job classically assigned to it. It does not objectively assess the 
situation in order to guide the reasoner  toward sounder decisions. Instead, it 
just finds reasons for what ever intuition happens to be a  little bit stronger 
than the  others.  Humans are rationalization machines. As Benjamin Franklin 
put it, “So con ve nient it is to be a reasonable creature, since it enables one to 
find or make a reason for every thing one has a mind to do.”3

 There are cases, however, where reason has a demonstrable impact on 
 people’s decision— but not one that fits with the intellectualist approach.

When Reasoning Makes a Difference

We find Tim Wilson again, except that this time he is dealing in posters, not 
stockings, and  there is no trick: all the posters are diff er ent. The experiment 
is straightforward. Some participants are asked to rate five posters, period. 
 Others have to rate the same five posters, but also to explain their ratings.4 
Being asked to reason affected participants’ choices, such as by making them 
give higher ratings to humorous posters.

Many other studies have demonstrated that reason can make a difference. 
Some experiments require  people to justify their decisions;5  others give par-
ticipants some extra time to reflect on their choices;6 still  others pit decisions 
based on feelings against decisions based on reasoning.7 Each time,  people 
who reason more act differently from  those who reason less or not at all. A 
mere rationalization machine is not supposed to influence decisions. What is 
happening? Is reason helping  people make better decisions?
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Not quite. In  every one of  these experiments, more reasoning led to worse 
decisions. For instance, in Tim Wilson’s experiment, the participants  were 
given the poster they had ranked higher to take home. Asked a few weeks  later 
about their appreciation of the poster,  those who had had to explain their pref-
erences  were less satisfied than  those who had relied on their unfiltered 
intuitions.

To understand why reason can mess up  people’s decisions even when the 
myside bias is not the main culprit, we must look more precisely at how reason 
affects decisions.

Itamar Simonson performed an early experiment on this topic.8 He started 
by designing two products— for example, beers— that would be equally pre-
ferred by most  people. Let’s call the first brand Beer Deluxe. It’s a fancy 
product, with a quality rating of 75 out of 100, worth $18 for a six- pack. The 
second is Beeros, a less sophisticated— rating at 65— but cheaper— $12— 
alternative. When  people had to choose between  these two brands, they  were 
indifferent, picking  either beer about as often. Then the experimenter intro-
duced a third brand, Premium Beer. At $18, Premium Beer is as expensive as 
Beer Deluxe, but it is also less well rated— a 70 out of 100. Given that Premium 
Beer is simply inferior to Beer Deluxe, it should not make a difference in 
 people’s choices. In fact, it did: once Premium Beer was introduced,  people 
 were more likely to pick Beer Deluxe.

Christopher Hsee conducted one of the most original experiments in 
the area. He asked participants which of two treats they would prefer to 
 receive as a gift for having completed a task. Both gifts  were choco lates, but 
one was a small (0.5 ounce), cheap ($0.50), heart- shaped choco late while 
the other was a big (2 ounces), expensive ($2), roach- shaped choco late. 
When participants relied more on their feeling, they  were about split between 
the two choices. But when they reasoned to make a decision, most picked the 
big roach- shaped choco late.9

Debora Thompson explored the phenomenon of feature creep: the multi-
plication of useless features that burdens so many gadgets and, in the end, re-
duces their usability. With her colleague Michael Norton, they showed that 
when  people feel they must provide reasons for their decisions, they are more 
likely to pick a feature- rich item— such as a digital video player with dozens 
of functions— even though they realize it would be less con ve nient to use.10
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 Here’s the common thread in all  these results: in each case, reason drives 
participants  toward the decision that is easier to justify. “Beer Deluxe is better 
but not more expensive than Premium Beer, so I’ll pick it.” “Given it’s a gift, 
it would be irrational not to pick the bigger and more expensive choco late just 
 because of its shape— it’s not as if it was a real roach anyway.” “Why buy a 
digital video player that does fewer  things?”

This common phenomenon is known as reason- based choice: when  people 
have weak or conflicting intuitions, reason drives them  toward the decision 
for which it is easiest to find reasons— the decisions that they can best justify.

Paying for Reasons

While  these results are difficult to reconcile with the intellectualist theory— 
reason should lead  people to better decisions, not to worse decisions— they 
are what the interactionist approach predicts. Reason  doesn’t stop being a 
social device in the absence of a point of view to uphold. Instead, it samples 
potential reasons for the diff er ent options available and drives the reasoner 
 toward the decision that is the easiest to justify— whether or not it is other-
wise a good decision.

In many cases, it looks as if reasoning is driving  people  toward worse, less 
rational decisions. The introduction of an obviously inferior option— Premium 
Beer— should not influence the decision between two superior options. Psy-
chologists studying disgust can tell you that  people  will not enjoy eating that 
roach  shaped choco late, however big.11 A gadget bloated with useless features 
 will become a source of anxiety, not enjoyment.12 Refusing to buy a jam simply 
 because  there are more jams to pick from  doesn’t make much sense.

Even more strikingly,  people are willing to pay simply to have a reason for 
their decision. Amos Tversky and Eldar Shafir, who  were among the first, with 
Itamar Simonson, to explore reason- based choice, asked a first group of par-
ticipants to imagine the following scenario:

You have just taken a tough qualifying examination. It is the end of the 
fall quarter, you feel tired and run- down, and you are not sure that you 
passed the exam. In case you failed, you have to take the exam again 
in a  couple of months— after the Christmas holidays. You now have an 
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opportunity to buy a very attractive 5- day Christmas vacation package 
in Hawaii at an exceptionally low price. The special offer expires tomorrow, 
while the exam grade  will not be available  until the following day.

Would you

x.  Buy the vacation package.
y.  Not buy the vacation package.
z.  Pay a $5 nonrefundable fee in order to retain the rights to buy the 

vacation package at the same exceptional price the day  after 
tomorrow— after you find out  whether or not you passed the 
exam.13

A second group of participants was asked to imagine that they had passed 
the exam and a third group that they had failed.

Most of the participants told that they had passed the exam deci ded to 
buy the vacation package— they reasoned that it was a well- deserved reward 
for their success. Most of the participants told that they had failed the exam 
also deci ded to buy the vacation package— they reasoned that they direly 
needed a break to recover from this failure.

Combined,  these two results imply that it would be rational for most par-
ticipants in the first group, who  didn’t yet know  whether they had passed or 
failed, to buy the package and not to waste five dollars to postpone their deci-
sion.  Whether they passed or failed, they would buy it. However, participants 
in this group chose to pay the fee and to wait a  couple of days in order to know 
the exam results. Their prob lem: the reasons for buying the package  were in-
compatible, one being “I deserve a reward for success” and the other “I need 
a break  after failure.” And so they paid to wait, effectively buying a reason to 
make a decision that they would make  either way.

Social Rationality

When assessing decisions, it might seem clear that we should focus on the fit 
between the content of our decisions and our practical goals. We should buy 
posters we  will enjoy more. When buying electronic devices, we should pick 
a model that best meets our needs. However, if being rational is striving for 
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the best decision, all  things considered (and not just our practical goals), then 
making a good decision gets more complex.

 Humans constantly evaluate one another. Are the  people we interact with 
competent and reliable? Is their judgment sound? As we argued in Chapter 7, 
much of this evaluation is done in terms of reasons: we understand  others’ 
ideas and actions by attributing to them reasons, we evaluate the goodness 
of  these reasons, and we evaluate  people’s reliability on the basis of their 
reasons. The way we rely on reasons may distort and exaggerate their role in 
thought and action, but it is not as if a better, more objective understanding 
 were readily available.  After all, psychologists themselves are still striving to 
develop such an understanding, and they disagree as to what it would look 
like. Reason- based understanding, for all its shortcomings, has the advantage 
of addressing two main concerns: providing a basis for an evaluation of 
 people’s per for mance, and providing an idiom to express, share, and discuss 
 these evaluations.

Just as we evaluate  others, they evaluate us. It is impor tant to us that they 
should form a good opinion of us: this  will make them more willing to coop-
erate and less inclined to act against us. Given this, it is desirable to act effi-
ciently not only in order to attain our goals but also in order to secure a good 
reputation. Our reasons for acting the way we do  shouldn’t just be good rea-
sons; they should be reasons that are easily recognized as good.

In some situations, our best personal reasons might be too complicated, 
or they might go against common wisdom, and hence be detrimental to our 
reputation. In such a case, it may be more advantageous to make a less- than- 
optimal choice that is easier to justify than an optimal choice that  will be seen 
as incompetent. We might lose in terms of the practical payoff but score so-
cial points yielding a higher overall payoff.

Reason influences our decisions in the direction of reputational gains. For 
instance,  those participants who picked Beer Deluxe  because it was the eas-
iest decision to justify may not have maximized their product satisfaction, but 
they scored social points: their decision was the least likely to be criticized 
by  others.14 Customers who ended up with a device burdened with useless 
features are (ironically) regarded as technologically savvy.15 Trying to look ra-
tional, even at the price of some practical irrationality, may be the most ra-
tional  thing to do.
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In the type of choices we have examined in this chapter,  people’s intu-
itions are generally weak. Having such weak intuitions is often a reliable sign 
that the decision at issue is not so impor tant.  After all, when it comes to 
dealing with the most pressing aspects of our ancestral environment, specific 
cognitive mechanisms are likely to have evolved and to provide us with 
strong intuitions. So, when our intuitions are weak, being guided by how 
easy it is to justify a par tic u lar decision is, in general, a  simple and reasonable 
heuristic.

Our environments, however, have changed so much in the past millennia, 
centuries, and even de cades that having weak intuitions is no longer such a 
reliable indication of the true importance of a decision. For most  people, for 
instance, buying a car is an impor tant decision. Much of their money goes into 
buying and maintaining a car; much of their time goes into using it; and their 
life may depend on its safety features.  There are no evolved mechanisms for 
choosing cars in the way we have dedicated mechanisms aimed at selecting 
safe foods or reliable friends. As a result, intuitions give only weak and lim-
ited guidance. Does this mean that looking for an easily justifiable choice in 
 these evolutionarily novel situations— choosing a car that is popu lar and well- 
reviewed, for instance—is unreasonably risky? Not  really. In most cases, the 
decisions that are the easiest to justify in the eyes of  others and hence that are 
the most likely to contribute to our reputation are also the best decisions to 
achieve our goals.

When the reasons that are recognized as good in a given community are 
objectively good reasons,  people guided by reputational concern may still 
arrive at true beliefs and effective decisions. But this is not always the 
case— far from it. Throughout the centuries, smart physicians felt justified 
in making decisions that cost patients their lives. A misguided under-
standing of physiology such as Galen’s theory of humors created a mis-
match between decisions easy to justify— say, bleeding the patient to restore the 
balance between humors—and the fact that the condition of some patients 
deteriorated  after being bled, a fact that must have given pause to some of 
 these physicians. Still, if they  were  eager to maintain their reputation, they 
 were better off bleeding their patients, and anyhow,  there was no clear alter-
native. By contrast,  today’s doctors, relying on vastly improved, evidence- 
based medical knowledge, may make decisions guided in good part by the 
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sense of what the medical community would approve and, in so  doing, pre-
serve both their reputation and the health of their patients.

When Justification and Argumentation Diverge

The message of this chapter might seem bleak. Reason improves our social 
standing rather than leading us to intrinsically better decisions. And even 
when it leads us to better decisions, it’s mostly  because we happen to be in a 
community that  favors the right type of decisions on the issue. This, how-
ever, cannot be the  whole picture. Justifications in terms of reasons do in-
deed involve deference to common wisdom or to experts. What implicitly 
justifies this deference, however, is the presumption that the community or 
the experts are better at producing good reasons. But  there is a potential 
for tension between the lazy justification provided by socially recognized 
“good reasons” and an individual effort to better understand and evaluate 
 these reasons, to acquire some expertise oneself.

In the beginning of the nineteenth  century, for instance, the doctor Joseph 
Victor Broussais was the most respected medical authority in Paris. He 
insisted that all fevers are caused by inflammation and should be treated 
by bloodletting. The younger doctor Pierre- Charles- Alexandre Louis  didn’t 
 really doubt the efficacy of bloodletting, but he wanted to evaluate it precisely. 
For this, he compared two groups of patients that had been bled for pneu-
monia and discovered that, contrary to his expectations,  those who had been 
bled early in their illness had died in greater numbers than  those who had 
been bled late, showing that not only had bloodletting not cured them, it 
had worsened their condition. Louis had now compelling evidence and ar-
guments, if not against bloodletting in general, at least against the systematic 
usage recommended by Broussais. Louis’s pioneering work in evidence- 
based medicine played a crucial role in the progressive abandonment of 
bloodletting as a major medical procedure in the nineteenth  century. In criti-
cizing the overextended practice of bloodletting, Louis was taking imme-
diate reputational risks, but precisely  because he had good arguments to do 
so, in the end his ideas prevailed and his reputation grew.16

It would be nice to think that, when  there is a conflict between the goal of 
having good reasons in the eyes of  others and that of having demonstrably 
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good reasons, argumentative strength trumps ease of immediate justification 
and that the best reasons ultimately win. Well,  things are somewhat more 
complicated.

Consider the following scenario:

You have a ticket to a basketball game in a city sixty miles from your 
home. The day of the game  there is a major snowstorm, and the roads 
are very bad. Are you more likely to go to the game if:

a. You paid $35 for the ticket.
b. You got the ticket for  free.
c. Equally likely.17

Most  people answer that they would be more likely to face the snowstorm if 
they had bought the ticket than if they had got it for  free. According to psy-
chologists Hal Arkes and Peter Ayton, this decision is based on a reason such 
as “wasting is bad.”18 Most  people would understand better why someone 
would brave a snowstorm for a ticket they bought than for one they got for 
 free; they might even disapprove of somebody who bought the ticket 
and  didn’t go.

Economists call the price of the ticket in this situation a “sunk cost.” The 
money has already been spent and cannot be retrieved. It is as good as sunk. 
Decisions are about the  future, which can be altered, not about the past, which 
cannot. The only question that  really  matters, then, is: Would you be better 
off now facing the snowstorm to get to the game, or  doing something  else? If 
you would be better off  doing something  else, then undertaking an unpleasant 
and potentially dangerous drive simply makes you worse off.  People who ac-
cept this argument should, it seems, answer that  whether they bought the ticket 
or got it for  free would not affect their decision to go or not to go to the game.

The argument against this so- called sunk- cost fallacy, on the other hand, 
is clear. It even has the backing of many phi los o phers and economists. If, how-
ever, you are convinced by the argument and you decide, say, to stay at home 
in spite of having paid for the ticket, you might be ill- judged by  people who 
are not aware of this argument, and you might not have the opportunity to 
explain the reasons for your choice. So you might, ironically, be seen as making 
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an irrational decision when in fact you made a decision based on a sound 
reason. To the extent that you care what  these  people think of you, their judg-
ment  will pull  toward making the socially acceptable decision.19 (Mind you, 
if you are a student in economics and make a decision based on a sunk cost 
not to be ill- judged by your  family, you may end up being deemed incompe-
tent by your fellow economics students.)

But why should the sunk- cost fallacy be common and indeed be seen not 
as fallacious but as the right  thing to do?  Here is a speculative answer. One of 
the qualities  people look for in friends, partners, or collaborators is that they 
should be dependable. Some degree of stubbornness in carry ing through any 
decision made, in pursuing any course of action undertaken, even when the 
expectation of benefits is revised down, gives to  others evidence that one 
can be relied upon.  People who persevere in their undertakings even when it 
might not be optimally rational from their individual point of view may, in 
 doing so, strengthen their reputation of reliability. It may be rational, then, 
at least in some cases, not just to knowingly commit the sunk- cost fallacy 
in order to signal to  others that one can be counted upon but also to have a 
better opinion of  people who commit the fallacy than of  people who  don’t.

Attending to the interactional functions of reason not only makes better 
sense of it but also shows its limit. Justificatory and argumentative reasons are 
fundamental tools in  human interaction, but which type of reason trumps the 
other when they diverge may depend not only on the quality of the reasons 
involved but also on the social, and in par tic u lar reputational, benefits involved. 
The reason module cannot pretend to the commandeering position that the 
classical approach assigned to capital R Reason.



At the beginning of the movie 12 Angry Men (spoilers ahead), a youngster 
stands accused of stabbing his  father to death. His life is in a precarious posi-
tion: in the jury room, the arguments for conviction are piling up. One wit-
ness has seen the boy do it; another heard the fight and saw the accused flee 
out of the apartment; the boy’s alibi  doesn’t hold  water; he has a motive, and 
a long rec ord of vio lence. Group polarization is lurking, ready to convince 
the jurors that the boy should be sent to the electric chair. But one juror is 
less confident than the  others. While this juror is not convinced of the defen-
dant’s innocence, he’s not quite sure of his guilt,  either. He “just wants to talk.” 
When urged to provide arguments, he starts with a weak one: the evidence 
against the boy is too good; it’s suspiciously good. Unsurprisingly, this 
 doesn’t sway any of the other jurors. From then on, however, this juror does a 
better job at poking holes in the prosecution’s case.

He unearths inconsistencies in the incriminating arguments. One witness 
claims to have seen the murder from the other side of the street, through the 
win dows of a passing train of the elevated subway. Another witness claims to 
have heard the boy threaten his  father— “I’ll kill him!”— and then a body fall 
a few seconds  later. But how could the second witness have heard anything 
amid the deafening sound of the train?

More inconsistencies emerge in other jurors’ arguments. The boy’s finger-
prints cannot be found on the knife. Not a prob lem for juror four: the 
boy is a cold- blooded murderer who wiped the knife, still tainted with his 
 father’s blood. The defendant was caught by the police walking home three 
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hours  after the crime. Why come back to the crime scene? Juror four has an 
answer: “He ran out in a state of panic  after he killed his  father, and then, 
when he fi nally calmed down, he realized that he had left the knife  there.” 
But then, points out the more skeptical juror, how do you square that with 
the fact that “he was calm enough to see to it that  there  were no fingerprints 
on the knife?”

Inconsistencies can take the form of double standards. The boy is from 
the slums, and juror ten knows  they’re “born liars”; “you  can’t believe a word 
they say.” Yet he has no prob lems accepting the testimony of the witness 
who claims she saw the boy commit the murder, even though “she’s one of 
them too,” as our juror points out.

Sometimes the inconsistency surfaces so blatantly that it  doesn’t even need 
pointing out. Juror three has vehemently defended the guilty verdict, relying 
in large part on the testimony of the man who said he heard the fight and saw 
the kid leave the apartment right  after. To see this, however, the witness claims 
that he got up and crossed the length of the  whole building in fifteen seconds— 
something impossible for this old man with a limp. But that is not an issue 
for our juror three: the witness must have been mistaken in his estimate— after 
all, “he was an old man, half the time he was confused. How could he be posi-
tive about anything?”

 These inconsistencies slowly sway most of the jurors  toward reasonable 
doubt, but not all of them. Juror ten remains impervious to rational consider-
ations. In the end, they must shame him to make him relent. Still, most of the 
work is done by argumentation. It is argumentation that allows the holes in 
the prosecution’s case to surface. It is argumentation that highlights double 
standards. It is argumentation that lays bare inconsistencies. It is argumenta-
tion that raises doubt in the jurors’ minds. In 12 Angry Men, argumentation 
saves a boy’s life.1

Argumentation Is Underrated

In Chapters 11 through 14, we have emphasized the “bad” sides of reason, 
 those that have given rise to an enigma in the first place: reason is biased; 
reason is lazy; reason makes us believe crazy ideas and do stupid  things. If we 
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put reason in an evolutionary and interactivist perspective,  these traits make 
sense: a myside bias is useful to convince  others; laziness is cost- effective in 
a back- and- forth; reason may lead to crazy ideas when it is used outside of a 
proper argumentative context. We have also repeatedly stressed that all of 
this is for the best—in the right context,  these features of reason should turn 
into efficient ways to divide cognitive  labor.

Crucially, this defense of argumentative reasoning depends on how  people 
evaluate  others’ reasons: they have to be sensitive to what the phi los o pher 
Jürgen Habermas has called the “forceless force of the better argument.”2 
They have to be able to reject weak arguments while accepting strong enough 
ones, even if that means completely changing their minds. In Chapter 12, we 
presented evidence that  people are good at evaluating  others’ arguments, but 
 these experiments still targeted solitary reasoners provided with a single ar-
gument to evaluate— a far cry from the back- and- forth of an argumentative 
exchange.

It is now time to make good on our promise and to show that in the right 
interactive context, reason works. It allows  people to change each other’s 
minds so they end up endorsing better beliefs and making better decisions.

For more than twenty years, Dave Moshman, psychologist and educational 
researcher, had asked his students to solve the Wason four- card se lection task 
(the one from Figure 17) individually and then in small groups. While indi-
vidual per for mance was its usual low— around 15  percent correct— something 
extraordinary was happening in the course of group discussions. More than 
half of the groups  were getting it right. When Moshman teamed with Molly 
Geil to conduct a controlled version of this informal experiment, groups 
reached 80  percent of correct answers.

It may be difficult for someone who  hasn’t read article  after article showing 
pitiful per for mance on the Wason four- card se lection task to realize just how 
staggering this result is. No sample of participants had ever reached anywhere 
close to 80  percent correct answers on the standard version of the task. Stu-
dents at the best American universities barely reach 20 or 25  percent of cor-
rect answers when solving the task on their own.3 Participants paid to get it 
right still fail abysmally.4

What Moshman and Geil have achieved is the equivalent of getting sprinters 
to run a 100- meter race in five seconds by making them run together.
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You’d think that such an extraordinary result would get the attention of psy-
chologists. Not at all: it went completely neglected. Perhaps no one  really 
knew what to do with it. The only researchers who paid attention to Moshman 
and Geil’s result  were  those whose theories  were compromised. They asked 
for replications5— not unfairly, given the suspicious tendency of many psy-
chol ogy experiments not to replicate.6 While not always as dramatic as in the 
original experiment, the improved per for mance with group discussion has 
proven very robust.7 It also works very well with other tasks, such as the Paul 
and Linda prob lem we introduced in Chapter 12.8 Try the experiment with 
friends, colleagues, or students—it works unfailingly.

Skeptical researchers also suggested that argumentation had  little to do with 
the improvement in per for mance. Rather than paying attention to the con-
tent of each other’s arguments, group members, they suggested, rely on su-
perficial attributes to decide which answer to adopt. Perhaps  people simply 
follow the most confident group member.9 This alternative explanation makes 
some sense: confidence can be an impor tant determinant of the outcome of 
group discussion, for better or worse.10

This lower- level interpretation, however, offers a very poor description of 
what happens when groups discuss a reasoning task. Looking at the tran-
scripts, it is apparent that  those whose views prevail are not just saying “I 
know that for a fact” with a confident tone. They put forward one argument 
 after the other.11 We also know that a single participant with the correct an-
swer can convince a group that unanimously embraces the wrong answer, even 
if she is initially less confident than the other group members.12

How does the exchange of arguments fare when it’s impossible to demon-
strate, in the strict logical sense, that a given answer is correct and that the 
 others are mistaken? When argumentation lacks such demonstrative force, 
other  factors become more relevant in convincing  people or in evaluating 
claims, such as who seems more competent, or how many  people support a 
given opinion. Still, even for prob lems that do not have a single definite solu-
tion, group per for mance is generally above that of the average group member. 
In some cases it is even superior to that of the best individual in the group.13 
Incidentally, even when groups fail to surpass the answer of the best individual 
performer, one is still better off  going with the answer of the group  unless  there 
is a clear way to tell who is the best performer in the first place.
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When Groups Work and When They  Don’t

Skepticism  toward group efficiency is not entirely misplaced. When argumen-
tation is not involved, group per for mance is disappointing. A hundred years 
ago, the agronomical researcher Maximilien Ringelmann noticed a weird pat-
tern: tractors,  horses, and  humans seemed to be less efficient when per-
forming a task jointly.14 For instance,  people pushed less hard to move a cart 
when they  were  doing it together.

Since the decrease in per for mance held for machines and animals as well 
as  humans, Ringelmann assigned most of the blame to coordination prob lems: 
the strength is not applied si mul ta neously, which decreases the total strength 
exerted at any given time. However, observing prisoners powering a flour mill, 
he also noted that motivation could be an impor tant  factor for  humans: “the 
result was mediocre  because  after only a  little while, each man, trusting in his 
neighbor to furnish the desired effort, contented himself by merely following 
the movement of the crank, and sometimes even let himself be carried along 
by it.”15 Several de cades  later, social psychologists would show that such mo-
tivational  factors are often the main culprits for group underper for mance, 
labeling this phenomenon “social loafing.”16

Groups can have disappointing per for mance not only when pooling 
physical force but also on a variety of cognitive prob lems. Brainstorming is a 
typical example. By and large, group brainstorming  doesn’t work. In a typical 
brainstorming session, participants are told not to voice their criticisms, so 
that they feel  free to suggest even wild ideas. This  doesn’t work: a brain-
storming group typically generates fewer and worse ideas than if the ideas of 
each individual working in isolation had been gathered.17 By contrast, telling 
 people that “most studies suggest that you should debate and even criticize 
each other’s ideas” allows them to produce more ideas.18

That group per for mance should be disappointing in many domains only 
makes the successes of argumentation even more remarkable. When  people 
argue, even about seemingly dull mathematical or logical tasks,  there is no 
social loafing or cognitive disruption. Instead, their motivation is increased 
by the dialogical context. They respond to each other’s arguments and build 
on them. Many  great thinkers have noted the importance of a lively debate to 
fuel their intellect.  Here is Montaigne:
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The study of books is a languishing and feeble motion that heats not, 
whereas conversation teaches and exercises at once. If I converse with a 
strong mind and a rough disputant, he presses upon my flanks, and 
pricks me right and left; his imaginations stir up mine; jealousy, glory, 
and contention, stimulate and raise me up to something above myself; 
and acquiescence is a quality altogether tedious in discourse.19

For a wide variety of tasks, argumentation allows  people to reach better an-
swers. The results reviewed so far, however, stem from laboratory experi-
ments conducted in a highly controlled setting with participants who have not 
met before and  will not see each other  after the experiment. In the real world, 
 things are diff er ent. Prob lems can be tremendously difficult and may not have 
a complete and satisfactory solution. Scientists look for the princi ples that 
govern the universe. Politicians try to get laws passed in deeply divided and 
confrontational parliaments. Judges search for a way to give due re spect to le-
gitimate but conflicting interests. In  these situations, personal biases and af-
finities interfere or even take pre ce dence. Strongly held convictions and values 
are attacked and staunchly defended. Does argumentation still have a posi-
tive role to play in managing more complex prob lems and overcoming emo-
tional convictions?

How to Make Better Predictions

Prediction is hard, especially about the  future. (Ironically this common aph-
orism also illustrates the difficulty of learning about the past, since it has been 
attributed, in one form or another, to every one and their cousin, from Confu-
cius to Yogi Berra.)20 Phillip Tetlock, the expert of expert po liti cal judgment, 
wanted to find out just how hard it is to make good predictions in politics.21 
In the late 1980s he recruited 300 po liti cal experts, many with PhDs and years 
of experience, and asked them to do their job: make predictions about po-
liti cal events. Fast- forward fifteen years. The predictions are compared to the 
 actual outcomes. How do the experts perform? Very poorly. They barely beat 
the proverbial dart- throwing chimp— random answers— and they are easily 
topped by  simple statistical extrapolations from existing data.22 Prediction 
is hard.23
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In a way, the main prob lem faced by the experts  isn’t so much that they 
 weren’t accurate but that they  weren’t aware that they  weren’t accurate. 
The world is a complicated place, and even experts face stringent cognitive 
limitations on the amount of information they can acquire and pro cess. But 
that  didn’t stop them from making extreme forecasts: the experts  were often 
saying that a given event was nearly certain to happen or not to happen.24 
Experts  were much too confident in the power of their pet theories to pre-
dict the  future.

In line with the experiments on polarization and overconfidence described 
in Chapter 14, Tetlock found that reasoning biases  were responsible for  these 
extreme and, more often than not, mistaken predictions. He observed that 
when making their predictions, experts have “difficulty taking other points 
of view seriously”25 and that their “one- sided justifications are pumping up 
overconfidence.”26

Reason also creates distortions in the way experts revise their beliefs. When 
an event happens as predicted by their favored theory, the experts grow more 
confident. But when  things  don’t happen as they  were expected to, our po-
liti cal experts turn into expert excuse finders. The war that failed to erupt is 
just about to be declared. A small accident of history prevented their predic-
tions from coming true. Politics is too complicated anyway . . .  27 Some ex-
perts  were so skilled at finding excuses that they became even more convinced 
that their theories  were right  after the events had proven them wrong.28 Would 
the experts have been better off if they had been able to talk  things over?

Predictions may have never mattered more to our species than during the 
Cold War, when the risk of an all- out atomic war was barely prevented by 
an “equilibrium of terror.” The U.S. Air Force was one of the actors looking 
for better forecasts about the effects of nuclear war, and for this it turned to 
the RAND Corporation. Averaging the opinions of several experts offers a 
 simple and efficient solution to improve on their forecasts. Yet two of RAND’s 
researchers, Norman Dalkey and Olaf Helmer, thought they could do better 
by giving each expert information about what the other experts answered— 
such as the average answer, for instance. Experts made new predictions 
based on this information; the predictions  were averaged and again provided 
to all the participants, who got to make another prediction; and so forth for a 
few rounds.
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This reiterated averaging technique, known as Delphi, was first used to 
figure out how many bombs would the Rus sians have to drop on U.S. indus-
trial targets to reduce their output by three- quarters.29 Fortunately, Dalkey 
and Helmer never found out if their method had yielded accurate forecasts 
in this specific case, but since the 1950s, many studies have shown that it can 
improve a variety of predictions, from defense issues to medical diagnoses.30

The Delphi method offers several advantages over face- to- face discussions. 
In face- to- face discussions, providing the best forecast may be less impor tant 
than pleasing a se nior colleague or keeping with the consensual opinion. Face- 
to- face discussions also require getting a group of busy experts in one room 
at the same time, which is not always easy to arrange. Delphi’s anonymous 
questionnaires solve both prob lems.

Yet if the argumentative theory is right, the original form of Delphi is missing 
out on a major way of improving predictions: the exchange of reasons. If Zoe 
believes Italy has an 80  percent chance of winning the next soccer world cup, 
and Michael tells her he thinks it’s only 20  percent, what should Zoe do? Bal-
ance the two opinions and adjust the odds to 50/50? On average,  people put 
in this situation only go part of the way  toward the other opinion. Zoe could 
 settle on 60  percent, for instance.  After all, she knows why she thinks Italy 
should have good odds, but she  doesn’t know the reasons for Michael’s 
opinion.31 If she knew why Michael is giving Italy low odds, she might be more 
inclined to change her mind.

In the Delphi method, instead of receiving only an average of  others’ fore-
casts, the experts can also be given the reasons for  others’ forecasts. Gene Rowe 
and George Wright looked at the difference this makes to the predictions.32 
As a  matter of fact, the reasons did not make the experts change their minds 
more often. Indeed, they  were more likely to cling to their initial opinion than 
when provided only with averages. But reasoning was not failing; it was merely 
revealing its discriminating power.

Not all reasons are good reasons. If Michael tells Zoe he thinks Italy has a 
20  percent chance to win based on the predictions of an octopus,33 she would 
be crazy to update her estimate at all. But if Michael tells Zoe he has insider 
information about the failing health of Italy’s key forward, she might simply 
adopt Michael’s odds. This is exactly what the participants in Rowe and 
Wright’s experiment  were  doing. They  were not changing their minds more, 
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but they  were  doing it more discriminately. They  were changing their minds 
when they should, in the direction they should. And they  were making better 
predictions.34

Providing a one- time summary of reasons is a good step forward, but it falls 
short of making the best of reasoning. Reasoning thrives in the back- and- forth 
of conversation, when  people can exchange arguments and counterarguments. 
Online communication enables groups of experts to exchange arguments at 
a distance, opening up prospects for even better forecasts.

Twenty years  after his original study of expert po liti cal judgment, Phillip 
Tetlock, together with Barbara Mellers and other colleagues, launched an 
even more ambitious experiment.35 Over 1,300 participants  were recruited 
and asked to make geopo liti cal predictions. Participants from a first group 
worked alone, kept in the dark about other participants’ forecasts so as 
to maintain the in de pen dence of their judgments. Participants assigned to 
the second group also worked alone, but as in the early versions of the 
Delphi method, they  were provided with statistical information about 
 others’ forecasts.

The third group was divided into teams of about twenty  people who  were 
allowed to discuss the forecasts together, online. Nearly all of their predictions 
proved more accurate than  those of the in de pen dent forecasters, and they also 
beat the second group on two- thirds of the forecasts. Exchanging arguments 
had allowed them to produce significantly better predictions.

In Defense of Juries

So far we have seen that participants provide better answers to a variety of tasks 
when they are allowed to discuss them in small groups. We have seen that 
groups of experts can also take advantage of argumentation to improve their 
forecasts. But this chapter opened in a jury room— albeit a fictitious one—
not a well- controlled experiment or an online chat among experts. The jury 
room is a typical face- to- face situation: tempers may flare, the search for con-
sensus become paramount, errors never be dispelled. Jurors are the arche-
typal nonexperts, with only a tenuous understanding of the law. In 12 Angry 
Men, the discussion is filled with prejudice, and many other biases cloud ju-
rors’ decisions.
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All too often, jurors form the wrong intuition regarding the verdict  after 
hearing the evidence. With its myside bias, solitary reasoning is unlikely to 
help correct this initial intuition. Deliberation could turn into group polariza-
tion, amplifying rather than correcting shared prejudices. In light of  these 
limitations, 12 Angry Men seems optimistic indeed, an edifying and wishful 
ode to the power of argumentation. Perhaps we should follow the advice of 
Cass Sunstein and his colleagues: take some decisions out of juries’ hands 
and give them to “specialists in the subject  matter.”36

Before damning juries, we should consider the alternative: judges and ex-
perts. Sir Edward Coke was undoubtedly such an expert. This En glish jurist 
of the late sixteenth and early seventeenth centuries was “possibly the most 
learned common  lawyer of all time.”37 He was able to base his opinions “on 
innumerable medieval texts, most of them manuscript rolls, which he had pe-
rused with indefatigable zeal.” All this perusing, however, was not anti-
quarian fancy. Coke “was clearly hoping to find pre ce dents that would suit 
his  legal and po liti cal convictions,” and he “sometimes misinterpreted pre ce-
dents to support his case.” It may have been Coke that Sir William Blackstone 
had in mind when he warned, in his hugely influential Commentaries on 
the Laws of  England of 1766, that a judge’s knowledge and intelligence are 
no guarantee of fair opinion: “in settling and adjusting a question of fact, 
when entrusted to any single magistrate, partiality and injustice have an ample 
field to range in;  either by boldly asserting that to be proved which is not so, 
or more artfully by suppressing some circumstances, stretching and warping 
 others, and distinguishing away the remainder.”38

Readers should not be surprised that judges, however competent, have a 
myside bias, using their erudition to defend preconceived opinions rather than 
arrive at an impartial verdict. Jurors are obviously not exempt from the my-
side bias, but, as Blackstone realized, deliberation has the potential to com-
pensate for each juror’s biases. Having berated judges, he continued: “ Here 
therefore a competent number of sensible and upright jurymen . . .   will be 
found the best investigators of truth, and the surest guardians of public jus-
tice.” Two centuries  after Blackstone, Justice Harry Blackmun of the U.S. Su-
preme Court would defend juries in similar terms: “the counterbalancing of 
vari ous biases is critical to the accurate application of the common sense of 
the community to the facts of any given case.”39
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Blackstone may have been right in his pessimistic assessment of judges,40 
but was he also right that jury deliberation could balance out jurors’ biases? 
This is not an easy question to answer. We do not have access to the argu-
ments exchanged by jurors. At best, postdeliberation interviews can show that 
a view represented by a minority at the outset sometimes becomes the final 
verdict—we can tell at least that deliberation can change jurors’ minds.41 
To know more about the effects of deliberation, we must rely on studies of 
mock juries.

In the early 1980s, Reid Hastie, Steven Penrod, and Nancy Pennington con-
ducted a very impor tant study of mock juries.42 In order to make their ex-
periment as realistic as pos si ble, they recruited  people who had been called 
for jury duty and showed them a three- hour video reenactment of a real trial 
before sending them in to deliberate. In this trial, the defendant stood accused 
of having stabbed a man to death during a fistfight that escalated. While the 
killing was well established, the verdict could plausibly range from not guilty—
if the defendant  were found to have acted in self- defense—to first- degree 
murder—if the defendant  were found to have premeditated his crime. While it 
is impossible to know what the correct answer is for sure, according to the 
opinion of many  legal experts, the appropriate verdict was second- degree 
murder; it was also the verdict delivered in the real trial that inspired the study.

Right  after the jurors in the experiment had seen the three- hour video, they 
had to say which verdict they favored. The most common answer was man-
slaughter. Only a quarter of the jurors favored second- degree murder. In other 
words, most jurors initially got it wrong. Most juries, however, reached the 
best verdict. Even though the verdict of second- degree murder must have been 
defended by only a few jurors in some groups,  these jurors often managed to 
convince the  whole jury.43 Deliberation had allowed many juries to reach a 
better verdict. Just like Blackstone expected, deliberation allowed jurors to 
counterbalance their respective biases.

Indeed, this is exactly what Phoebe Ellsworth, a scholar of law and 
 psy chol ogy, observed while replicating the experiment of Hastie and his 
colleagues:

Individual jurors tended to focus on testimony that favored their initial 
verdict preference: Testimony about the previous confrontation between 
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the two men was generally raised by jurors who favored a murder verdict, 
whereas testimony that the victim punched the defendant immediately 
before the killing was generally raised by jurors who favored manslaughter 
or self- defense. This tendency is not a weakness, but rather a benefit of 
the deliberation process— the opportunity it affords for comparing sev-
eral diff er ent interpretations of the events along with the supporting 
factual evidence.44

12 Angry Men is not that fanciful. As in the movie, individual jurors in real 
 trials may be biased, they can make  mistakes, and they certainly defend du-
bious interpretations. Yet deliberation makes jurors review the evidence more 
thoroughly and more objectively, compensating for individual biases and al-
lowing juries to reach better verdicts. Ellsworth concluded her review of the 
movie with  these optimistic words: “12 Angry Men is an Ideal, but it is an 
achievable Ideal.”45

Argumentation Works

The interactionist approach to reason predicts that  people should be good 
at evaluating  others’ reasons, rejecting weak ones and changing their mind 
when the reasons are good enough. Although this might seem like a trivial 
prediction, it runs against a general pessimism regarding the power of argu-
mentation. For instance,  people asked to estimate how easily participants 
would solve a logical task  either on their own or in small groups  don’t think 
that groups would do much better than individuals.46 Even psychologists 
of reasoning— who should know better— underestimate how well groups 
perform.

The results reviewed  here belie this pessimistic but common view of argu-
mentation. Again and again, we see  people changing their minds when con-
fronted with good arguments.  Whether they solve logical tasks or look for new 
solutions to open- ended prob lems,  whether they are experts or laypeople, 
 whether they reflect on geopolitics or ponder what verdict to deliver,  people 
reach better conclusions  after debating the issue with their peers.

In Chapters 16 through 18, we  will discover still more settings in which 
argumentation allows good ideas to spread and groups to outperform 
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individuals, showing that Thomas Jefferson was not unduly optimistic 
when he wrote that

Truth is  great and  will prevail if left to herself, that she is the proper and 
sufficient antagonist to error, and has nothing to fear from the conflict, 
 unless by  human interposition disarmed of her natu ral weapons,  free ar-
gument and debate, errors ceasing to be dangerous when it is permitted 
freely to contradict them.47



V

Reason in the Wild

Chapters 11 through 15 have painted a picture of reason that unambigu-

ously supports the novel interactive approach over the standard intellec-

tualist approach. But  haven’t we focused on situations in which we  were 

most likely to observe results that fit our pet theory? Much of the 

evidence we used came from laboratory experiments using psy chol ogy 

students in American universities as subjects.  Isn’t it a bit risky to draw 

conclusions about how  human reason works and why it evolved from 

this tiny and arguably rather unrepresentative sample of humanity? In 

Chapters 16 through 18, we expand the range of our inquiry and look for 

evidence that the fundamentals of reason can be found in a wide variety of 

contexts: remote Mayan communities in Guatemala, kindergarten 

playgrounds, citizens’ forums, laboratories meetings, and more.
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With huge temperature swings— from minus 40° to plus 40° Celsius— and 
scarcely any rain, Uzbekistan is not a very fertile land. Its unforgiving climate 
and its remoteness conspired to maintain a feudal system  until the early twen-
tieth  century.1 Modernization only started with integration into the Soviet 
Union in the 1920s, as Moscow deci ded to open hundreds of schools 
throughout the country.2 This offered Alexander Luria, of the Moscow Insti-
tute of Experimental Psy chol ogy, the perfect opportunity to test his ideas. 
Following his master Lev Vygotsky, Luria thought that  humans acquire most 
of their cognitive skills through learning, including school learning. Uzbeki-
stan provided him with  people who had just begun the schooling pro cess but 
 were other wise identical to the illiterate peasants from nearby villages. By com-
paring  these two populations, Luria could pinpoint precisely the effect that 
even a modicum of schooling had on cognition.

One of the objectives of the “psychological expedition to Central Asia”3 
Luria launched in 1931 was to investigate logical reasoning. The Rus sian psy-
chologist had no doubt that illiterate peasants  were capable of reasoning with 
familiar materials. Indeed, they could prob ably win an argument with any out-
sider about cotton growing. What he was looking for was diff er ent, an ability 
to draw the conclusion of an argument for its own sake, irrespective of  whether 
its premises are true or false— a skill he thought lay beyond the abilities of un-
schooled populations. Luria used prob lems that  were logically trivial but 
whose content was unfamiliar to the participants, so they would have to eval-
uate the logic of the argument itself:

16

Is  Human Reason Universal?
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In the Far North, where  there is snow, all bears are white. Novaya Zemlya 
is in the Far North. What color are bears  there?4

 After one or two years of formal education, the Uzbeks found this 
prob lem trivial. But when unschooled peasants  were interviewed, the vast 
majority seemed at a loss, providing answers such as, “ There are diff er ent 
sorts of bears” or “I  don’t know; I’ve seen a black bear— I’ve never seen any 
 others.”5

How WEIRD Is Argumentation?

Evolution thrives on diversity. It is only  because individuals of the same spe-
cies vary in their heritable features that species evolve. Natu ral se lection, how-
ever, swamps the diversity it feeds on. When a heritable trait allows its  bearer 
to out- reproduce its conspecifics, it spreads through the population  until, 
some generations  later, every one carries it.  There are exceptions. Some traits 
are sex specific, and  others are more advantageous when they are not univer-
sally shared within a species, but we do not see why reason would be one of 
 these exceptions. If we are right that reason is an adaptation that helps solve 
prob lems of coordination, reputation management, and communication 
encountered by all, it should be shared by normally developing  humans and 
not just by a minority of them, or just by men or  women.

In  every individual, reason needs, to develop normally, some input— 
conversation, arguments. Diff er ent cultures and milieus may provide dif-
fer ent input in this re spect, both in terms of quantity— argumentation is 
strongly encouraged in some cultures, somewhat inhibited in  others— and in 
terms of quality— vari ous forms of argumentation may be favored or disfa-
vored. All  human socie ties, however, rely on a richness of communication 
not found in other species, and this reliance provided the se lection pressures 
for the emergence of reason. Hence, if our approach is right, reason could not 
be the cultural product of institutions that only spread in the last centuries, 
such as schooling.

The very idea that reason is a historically situated cultural invention has 
been a commonplace in the social sciences. Before Luria’s expedition, the 
French theoretical anthropologist Lucien Lévy- Bruhl had painted a picture 
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of a “primitive mentality” “uncultivated in following a chain of reasoning 
which is in the slightest degree abstract.”6 He and  others had argued that 
 people in other cultures may reason, but on the basis of an altogether diff er ent 
logic. Both views— that reason is a relatively recent historical development and 
that it takes radically diff er ent forms across cultures— are incompatible with 
the evolutionary approach we defend.

Historical, anthropological, and linguistic evidence points to a potentially 
damning flaw in our argument so far: the focus on examples and experiments 
from Western cultures. As a group of cross- cultural psychologists and anthro-
pologists recently put it,  these are WEIRD  people— people coming from 
Western, Educated, Industrialized, Rich, Demo cratic countries. The acronym 
is well deserved, for this sample often sits at the extreme range of the variability 
observed in  human populations. For instance, American undergraduates—by 
far the largest pool of participants in psy chol ogy experiments— are more in-
dividualistic7 than their noncollege peers, who are more individualistic than 
Americans from the previous generation, who  were already more individual-
istic than just about any other  people on earth.8

The importance given to argumentation among WEIRD  people could 
be another freak trait inspired by the ancient Greeks’ reliance on argumenta-
tion in science, politics, and  legal institutions. In most Western cultures, the 
existence of disagreements is seen as a normal aspect of  human interaction, 
one that should be or ga nized rather than suppressed and that can have posi-
tive effects. Universities in par tic u lar are supposed to encourage the practice 
of debate.  Couldn’t it be, then, that seeing argumentation as beneficial is a 
cultural bias, and that reason—at least reason as we have described it with 
its justificatory and argumentative functions—is a culturally acquired skill 
rather than an evolved, universal trait? Could, for instance,  people in other 
cultures be excellent solitary reasoners but terrible arguers? Or not be rea-
soners at all?

How to Avoid Looking Like a Fool

The conclusion “the bears in Novaya Zemlya are white” seems so inescap-
able that it strains credulity to believe some  people incapable of drawing 
it. Still, more recent research validates Luria’s results. His experiments  were 
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successfully replicated with several unschooled populations,9 and other 
experiments remind us that even the most taken- for- granted skills can need 
to be culturally acquired.

Imagine someone putting three coins, one by one, into an opaque container. 
Your task is to retrieve the coins.  Can’t every body do this? As a  matter of 
fact, no. Only  people who have learned to count can. Had you been born a 
Pirahã, a member of a small Amazonian tribe with no words for numbers, 
you would be at a loss to retrieve the coins. When Peter Gordon performed 
this  simple experiment with Pirahã participants, only two- thirds stopped ex-
actly at three coins— and the per for mance quickly deteriorated as the number 
of coins increased.10 The Pirahã  were not simply wary of this foreigner asking 
them to play weird games. They did very well on other tasks. They genuinely 
lacked the ability to count to three.

Is it the case, then, that some  people are  really unable to produce and eval-
uate arguments simply  because they have unfamiliar premises? No, in the case 
of reasoning, the prob lem, it turns out, is merely one of motivation and, more 
specifically, of social propriety. For one  thing, in all the populations tested, 
some  people— a third of the participants, perhaps— easily provided the right 
answer. They  hadn’t developed on their own a new cognitive ability. Some 
 people  were just more willing to play the experimenter’s game.

Why would anyone be reluctant to answer such  simple questions as “What 
color are bears  there”? In small- scale populations,  people are very cautious 
with their assertions, only stating a position when they have a good reason to 
(unlike, say, pundits).11 Clearly,  these conditions are not met when a stranger 
tells a weird story about some absurdly colored bears in a far- off place. Only 
a fool would dare make such a statement, a statement she could not appro-
priately defend. As we saw in Chapter 14,  people try to avoid  doing  things 
they cannot justify. This is exactly what happened in this exchange, captured 
as the experimenter asked the white bear question to an unschooled adult 
Uzbek: “If a man was sixty or eighty and had seen a white bear and had told 
about it, he could be believed, but I’ve never seen one and hence I  can’t say. 
That’s my last word.  Those who saw can tell, and  those who  didn’t see  can’t 
say anything!” At this point, a young Uzbek volunteered: “From your words 
it means that bears  there are white.” But the older man concluded, “What the 
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cock knows how to do, he does. What I know, I say, and nothing beyond 
that!”12 They both knew what the experimenter wanted, but only the young 
man was willing to wager his credit in this weird game.

In order to let  people be more comfortable engaging with unfamiliar 
premises, psychologist Paul Harris and his collaborators gave unschooled 
participants a richer context. Instead of happening in a far- off but real place, 
the prob lems— other wise similar to  those used by Luria— were set on a distant 
planet. In  these conditions,  people had less scruple to engage in playful sup-
positions, and they gave the logical answers more easily.13 If we learn in school 
to play reasoning games, drawing weird conclusions from arbitrary prem-
ises,14 basic reasoning skills require no such formal education. All normally 
developing  humans can produce and evaluate arguments. But do they argue 
or keep  these skills for private use?

Argumentation in East Asia

On March 11, 2011, one of the strongest recorded earthquakes wreaked havoc 
in Japan’s Tōhoku region. The Fukushima Daiichi power plant was badly 
damaged, leading to the worst nuclear accident in the world since the 1986 
Chernobyl accident in Ukraine. The Japa nese po liti cal world was badly 
shaken, as  people discovered glaring gaps in the regulatory pro cess supposed 
to keep nuclear power plants safe.

The aptly nicknamed “nuclear power village” was one of the culprits.15 In 
this gathering of private companies and regulatory agencies, peace reigned. 
And that was the prob lem. For the Japa nese scholar Takeshi Suzuki, the vil-
lage was governed by kotodama— a belief in the mystical power of words.16 
By making taboo the words that can lead to disputes, kotodama “serve[s] a 
social role to discourage or hinder argumentation.” More generally,  because 
of the intense pressure to maintain social harmony, “the Japa nese are not 
trained to argue and reason.” Japa nese culture would have precluded the mem-
bers of the nuclear power village to discuss the dangers of nuclear energy, 
leading them instead to construct a “safety myth of nuclear power plants.”17

Suzuki is not the first to deplore the “lack of argumentation and debate 
in the Far- East,” to quote the title of an article by Carl Becker.18 Becker 
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lays the blame for this lacuna on age- old cultural precepts prevalent in 
Eastern cultures, encapsulated in such dictums as “Eloquence . . .  is 
nothing but hell- producing karma” (from the Rinzai school of Zen). Other 
authors suggest that East Asian languages are poorly equipped to deal 
with logic and argument. In his wide- ranging comparison of Eastern cultures, 
Hajime Nakamura noted the vagueness inherent in the Chinese and the 
Japa nese languages and the obstacle this vagueness sets to “expressing log-
ical conceptions.”19

 Because they are often singled out for the opprobrium they cast on argu-
mentation, East Asian cultures offer a good case study for our claim that some 
traits of argumentation (and to begin with, obviously, its very presence) are 
universal. Do  people in East Asian cultures argue and benefit from  doing 
so? Do they even have the option of properly arguing, given the alleged 
vagueness of their languages? The answer is a resounding yes. East Asian 
languages did not stop the development of logic and rhe toric. In the fifth 
 century BCE, the Chinese Mohists created logical systems as complex and 
abstruse as  those of Western scholastics. Two hundred years  later, the rhe-
toric of the  great Han Feizi was so rich that no Roman rhetor could have 
matched the “subtlety of [its] psychological analy sis.”20

What about the alleged cultural taboos against argumentation, castigated 
as an egotistical breach of social harmony? Ironically, for all their proclama-
tions against eloquence and argumentation, East Asian intellectuals never 
stopped confronting one another. Confucius’s Analects state that “the supe-
rior man is slow to speak but quick to act.” This did not stop Confucianists 
from writing treatise  after treatise “reacting to criticisms of opponents” and 
“engaging in philosophical debate with rival doctrines.”21 The history of 
Daoism is equally full of arguments, in spite of the Tao Te Ching’s assertion 
that “a good man does not argue; he who argues is not a good man.”22

Berating argumentation  didn’t stop East Asian intellectuals from arguing. 
No big surprise  here. Arguing is what intellectuals do for a living. Are other 
 people more inclined to re spect the precepts erected— and flouted—by the 
wise men? Hardly. Recent historical work has revealed that even a country 
with such tight social control as Japan “is not the ‘relatively peaceful’ arhe-
torical society described by Becker and  others, but a country whose past three 
hundred years have been marked by  great ideological and often physical con-
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flict, and whose disputes have often been conducted and recorded in the 
form of debates.”23

Even early Japa nese tradition reflected an understanding of the benefits of 
group discussion. At the dawn of the seventh  century, Prince Umayado set 
out a new constitution. Its last article reads:

Decisions on impor tant  matters should not be made by one person alone. 
They should be discussed with many. But small  matters are of less con-
sequence. It is unnecessary to consult a number of  people. It is only in 
the case of the discussion of weighty affairs, when  there is a suspicion 
that they may miscarry, that one should arrange  matters in concert with 
 others, so as to arrive at the right conclusion.24

What  little experimental evidence  there is regarding the benefits of argu-
mentation in East Asian cultures converges with the results obtained in the 
West. When Japa nese students are given the Wason four- card se lection task 
to solve on their own, they perform as badly as their American or Eu ro pean 
counter parts. But when the same students must discuss the answer in small 
groups, they enjoy the benefits of argumentation, and most groups converge 
on the right answer.25

The scorn that Japa nese culture supposedly displays  toward argumen-
tation is not to be blamed for what happened in Fukushima. It was a run- 
of- the- mill case of regulatory capture. Through more or less direct forms 
of bribery, regulatory agencies can come to serve the private interests they 
are supposed to regulate. In Japan, civil servants who play along with compa-
nies can expect to be offered cushy jobs upon retirement— a practice called 
amakudari. Other countries can do it differently, but they also suffer from 
regulatory capture. Let’s not blame Rinzai Zen for a sadly widespread po liti cal 
practice.

Argumentation in Small- Scale Socie ties

For millennia, Eastern and Western cultures have relied on writing to develop 
complex rhetorical traditions and argumentation- centered institutions. The 
 human species did not evolve in such a culturally sophisticated context. The 
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environment of our ancestors was closer to that of Luria’s unschooled peas-
ants, and even closer to the conditions in which modern- day hunter- gatherers 
live. Even if we accept that every one, schooled or unschooled, can reason, that 
 doesn’t mean that every one argues.

Of the two classic depictions of the original state of humanity— the “noble 
savage” and Thomas Hobbes’s “war of all against all”— neither offers a good 
context for argumentation. The noble savage would not have had the motiva-
tion to engage in argumentation. The war of all against all offers even fewer 
opportunities for debates to flourish.

 These views are nowhere near the truth. Our ancestors  were neither living 
in harmony with one another nor waging constant war against one another. 
And argumentation may have played at least as impor tant a role in their so-
cial lives as in in ours. When a collective decision has to be made in a modern 
democracy,  people go to the voting booth. Our ancestors sat down and 
argued—at least if present- day small- scale socie ties are any guide to the past. 
In most such socie ties across the globe, when a grave prob lem threatens 
the group— ecological crisis, war, protection of common resources— people 
gather, debate, and work out a solution that most find satisfying.26

Even the most egalitarian of our modern socie ties looks quite hierarchical 
compared with a typical small- scale society. Hunter- gatherer socie ties have 
no king, no general, no man ag er to boss  people around. If some members have 
more influence, it is not  because they are invested with some super natural or 
birthright authority but  because of the ser vices they render to the commu-
nity, for instance, in hunting, in war, and in coming through discussion to good 
collective decisions. This generalization holds even when a rigorous chain of 
command might be expected—as in socie ties plagued with constant warfare.

In the many years anthropologist Napoleon Chagnon spent among the 
Amazonian tribe of the Yanomamö, he witnessed so much conflict that he 
attributed about 50  percent of adult male deaths to vio lence.27 Yet this per-
manent state of conflict did not give rise to a strong hierarchical structure. 
When K%obawä, a village headman, wanted to be heard, he  couldn’t simply 
raise his voice or threaten with his club. He had to rely on argumentation. 
As Chagnon reports, “should someone be planning to do something po-
tentially dangerous, [K%obawä] simply points out the danger.” Despite his 
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position, “he so diplomatically exerts his influence that the  others are not 
offended.”28

We could pile up examples of sophisticated argumentative practices in 
small- scale socie ties. In the Trobriand Islands, Edwin Hutchins reported 
convoluted  legal argumentation and complex chains of reasoning.29 Among 
the Lozi of Zambia, Max Gluckman discovered a culture focused on debates 
with a rich vocabulary to describe the quality (or lack thereof ) of someone’s 
argumentation:

kuyungula—to speak on  matters without coming to the point
kunjongoloka—to wander away from the subject when speaking
kubulela siweko—to talk without understanding
muyauluki— a judge who speaks without touching on the impor tant 

points at issue
siswasiwa— a person who gets entangled in words
siyambutuki— a talker at random30

To show that argumentation can be as effective in traditional, small- scale 
socie ties as it is in ours, Thomas Castelain visited remote groups of K’iché 
Maya in rural Guatemala,  people who practice subsistence farming and, in 
most cases, can neither read nor write, and only speak their native language.31

With local help, he asked K’iché participants to solve so- called conservation 
tasks on their own.  These tasks require understanding that a given property 
of an object is conserved across some changes. In the pres ent case, participants 
 were presented with two glasses containing the same amount of  water and asked 
in which glass the  water would rise more: in the first glass, in which a ball of 
Play- Doh was about to be plunged, or in the second glass, in which the two 
halves of a ball of Play- Doh of identical size would be plunged.

Only a third of the participants answered that the  water would rise as much 
in both glasses. But when they had to discuss the task in small groups, over 
70   percent got the right answer. In fact, as soon as a participant had the 
correct answer, she was nearly always able to convince other group members 
to change their mind— exactly what had been repeatedly observed in WEIRD 
cultures.
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How to Reconcile Evolutionary, Cognitive, and Anthropological 
Perspectives on Reasoning

We have focused on the universal traits of reasoning and argumentation, de-
bunking the idea that schooling is necessary to understand  simple reasons or 
that, in some cultures, argumentation might be suppressed or even never de-
velop. Reasoning and argumentation are found everywhere, as we should ex-
pect if reason is an evolved module and if the production and evaluation of 
argument is one of its two main functions.

To say that reason is a universal mechanism does not imply that it works 
in exactly the same manner in all places or that specific socie ties can affect 
reason only in superficial, merely cosmetic ways. Reason is deployed in a 
variety of cultural practices and institutions that may inhibit some of its uses, 
enhance  others, and provide socially developed cognitive tools that complement 
and extend naturally evolved abilities.

In all  human socie ties, for instance,  there are rules and institutions for re-
solving issues of rights,  going from private disputes to criminal cases. The way 
 these issues are being argued varies greatly across cultures. In many small- 
scale socie ties,  there is no court system; the parties make their case without 
the help of  lawyers. Elders, local assemblies, or po liti cal leaders play the role 
of arbiter or judge. Still, institutional forms of epistemic vigilance may play a 
role in  these proceedings.  There may be, for instance, culturally developed 
forms of vigilance  toward the source such as oaths or even ordeals, which are 
believed to deter lying. Vigilance  toward the content, on the other hand, typ-
ically relies just on commonsense production and evaluation of arguments. 
 There are typically no rules regarding admissible evidence and no standard 
of proof. In larger socie ties with a state organ ization, by contrast, arbitration, 
litigation, and criminal justice are in the hands of complex institutions and 
obey a  whole range of precise rules (with much cultural variation).

One of the most famous criminal  trials in recent history, that of the Amer-
ican football star O. J. Simpson, provides a striking illustration of the degree 
to which legally regimented argumentation may depart from commonsense 
reasoning. Simpson was accused of having murdered his ex- wife and a friend 
of hers. In October 1995, at the end of an eleven- month trial where his  lawyers 
argued that he was not involved in any way in the murders, he was acquitted. 
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The families of the two victims, however, filed a civil suit against him for 
“wrongful death.” Simpson lost this civil trial, and in February 1997, he was 
ordered to pay $33.5 million in damages for the two deaths the jury concluded 
he had caused.

To  people unfamiliar with the American  legal system, this may look like 
blatant incoherence: how can the same man be acquitted of a double murder 
and yet made to pay compensation for it? The key consideration  here is the 
difference in the standards of proof that apply in a criminal and in a civil trial. 
In the criminal trial, the standard being “proof beyond reasonable doubt,” 
Simpson’s  lawyers had argued that  there was indeed reasonable doubt and 
won. In the civil trial, the standard being “clear and convincing evidence,” the 
civil parties pleaded that  there was such evidence and won against Simpson. 
Even so, most  people, even in the United States, found it hard to make any 
intuitive sense of this double verdict.  Legal scholars, on the other hand, could 
easily find reasons for  these two divergent decisions by reasoning at a more 
abstract level:  there are good reasons for diff er ent standards of proofs in a 
criminal trial (where you might sentence someone to prison or even death) 
and a civil trial (where what is at stake is merely money).  Legal arguments in 
O. J. Simpson’s case may well have been at odds with commonsense rea-
soning. Still, like all arguments,  these arguments  were ultimately rooted in 
intuitions about higher- order reasons.

The use of argumentation for resolving conflicting interpretations of events 
and rights fits quite well the interactionist approach to reason and the argu-
mentative theory of reasoning. Not all culturally developed forms of reasoning 
provide such obvious illustration of the approach. We mentioned in Chapter 9 
the puzzles, riddles, paradoxes, and other brain twisters that in some cultures 
are produced as stimuli for the plea sure of solitary reasoners. How is this sup-
posed to fit with the interactionist approach? Some cases of argumentative 
interaction do not fit the approach in any obvious way,  either— consider the 
debating socie ties such as the Oxford Union, founded in 1823 and currently 
the world champion of competitive debating. In competitive debates, two or 
more teams try to best each other through arguments, arguing for a point of 
view that they have been arbitrarily assigned to defend, and on a topic the au-
dience might not care much about, such as “Should states construct false 
historical narratives that promote social cohesion?” and “ There is a potion 
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which can stop you falling in love. As an eighteen- year- old, should you take 
the potion?”32 Why should  people bother to argue for opinions they do not 
hold on issues indifferent to them? Why should  people pay any attention to 
such exchanges of arguments?

We argued in Chapter 10 that reasoning has a double argumentative func-
tion: for a communicator, reasoning is a means to produce arguments in order 
to convince a vigilant audience; for the audience, reasoning is a means to eval-
uate  these arguments and accept them when good, or reject them when bad. 
In the case of solitary reasoning on puzzles and enigmas pursued as a leisure 
activity, producing arguments to convince  others or evaluating  others’ argu-
ments  needn’t play any role. In the case of competitive debating, arguments 
are produced not in order to convince an audience of the truth of their con-
clusion but in order to convince a jury of one’s argumentative skills.

 These in ter est ing cases, however, do not pres ent to the argumentative 
theory of reasoning a greater challenge than do recreational sex, masturbation, 
and pornography to the claim that the main function of sex is reproduction. 
Some evolutionary considerations should help make the point.

Any evolved mechanism is adapted to the environmental conditions in 
which it has evolved and may malfunction or produce nonfunctional ef-
fects in diff er ent conditions. Breathing more carbon dioxide than is found 
in normal air may lead to suffocation. Breathing more oxygen may cause 
euphoria.  These abnormal effects do not challenge the standard view that the 
breathing mechanisms of mammals are well adapted to their function of 
delivering oxygen to the body and removing carbon dioxide as needed.

Evolved cognitive modules are typically adapted to pro cessing informa-
tion belonging to a given domain and to drawing specific inferences from it. 
We called such a domain the “proper domain” of a cognitive module.33 In 
the proper domain of a snake avoidance module, for instance, are snakes 
pres ent in the environment. In the proper domain of a mindreading module 
are the  mental states of  people with whom the individual is or might be inter-
acting. The operations of such cognitive modules are triggered by input in-
formation provided by other modules, lower- level perception modules in the 
case of the snake module, modules pro cessing information about, for in-
stance, the be hav ior, speech, or visual expression of  others for the mind-
reading module.
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Inputs that trigger the operation of a module are imperfect. They do not 
pick out all and only cases at hand that fall within the proper domain of the 
module.  There is a cost in time and energy to detecting what belongs to the 
proper domain of a module. This cost makes it more efficient to accept a cer-
tain rate of detection errors. The operations of most modules are, in fact, 
triggered by  simple diagnostic criteria rather than by a complex pondering 
of a variety of  factors (a pondering that might need a cognitive mechanism of 
its own and might not be that efficient anyhow).34 Often, the trigger is 
oversensitive— think of the trigger of jealousy or of danger detection— but this 
oversensitivity may well be adaptive.

The range of inputs that actually activates a module is its  actual domain. 
 There is no way the  actual domain would exactly correspond to the proper 
domain.  Mistakes in detection are unavoidable and result in  either false posi-
tives (false alarms) or false negatives. As we noted in Chapter 11, depending 
on the relative cost of false negatives (such as mistaking a snake for a piece of 
wood) and false positives (mistaking a piece of wood for a snake), an efficient 
module may well be biased  toward making the less costly type of error so as 
to avoid as much as pos si ble ever making the more costly one. In such 
cases, the mismatch between the proper and the  actual domain of a module is 
in fact advantageous.

The mismatch between the proper and the  actual domain of cognitive mod-
ules can be exploited in interaction across species (such as in prey- predator 
interaction, where mimicry in one species results in false positive for another 
species, or camouflage, which results in false negatives). It can also be exploited 
in social interaction within a species. Many aspects of culture are based on 
such exploitation. Belief in super natural agents, for instance, may be rooted 
in a disposition to overdetect agency and intentionality to the point of attrib-
uting  mental states to nonagents such as the sun or a mountain, and to seeing 
in natu ral patterns the effect of the actions of an imaginary agent.35 Mismatches 
between the  actual and proper domains of modules are a bonanza for the de-
velopment of cultural ideas, practices, and artifacts.

The proper domain of reasoning is disagreements between oneself and 
 others— clashes of ideas. Reasoning aims at reducing  these disagreements by 
producing arguments to convince  others or by evaluating the arguments of 
 others and possibly be convinced oneself. The  actual domain of reasoning, 
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the kind of input that triggers its operations, is, we have argued in Chapter 9, 
the detection of a clash of ideas. Most clashes of ideas are detected in discus-
sion with  others. This is not surprising; most clashes of ideas emerge in clashes 
of  people. In  these cases, the proper and the  actual domains of reasoning 
overlap.

Notwithstanding, the overlap between the proper and the  actual domains 
of reasoning remains partial.  There are typical false negatives:  people in a dom-
inant position or in the vocal majority might pay  little attention to the opinion 
of subordinates or minorities and fail to detect disagreements.  There are also 
false positives:  either clashes of ideas that occur between third parties with 
whom we are not even in a position to interact, as when we read ancient po-
lemics or watch a debate on tele vi sion, or clashes of ideas within oneself. 
Clashes of ideas within oneself may be internally generated dilemmas. We 
cannot make up our minds between two opinions or two pos si ble decisions 
that have comparable intuitive support. Clashes of ideas within oneself may 
also consist of  adopted artifacts: culturally produced brainteasers for enter-
tainment, or paradoxes for flexing one’s philosophical muscle.

Why should solving puzzles, thinking about paradoxes, or watching other 
 people argue be, for some  people at least, an enjoyable experience?  Here again, 
evolutionary considerations are relevant. The operation of many evolved 
mechanisms requires energy, time, and effort to fulfill their function, but the 
benefit achieved may not be perceived by the organism, or at least not suffi-
ciently to motivate the effort. The main biological benefit of sex is reproduc-
tion, but animals (including, for most of their history,  humans) are not 
aware that sex produces offspring. Strong desires and sexual plea sure have 
evolved to motivate animals to mate.

Once sex comes with hedonistic rewards,  these rewards may be achieved 
or enhanced not just by basic mating but by means of vari ous forms of 
sexual activity that may or may not contribute to reproductive success. 
Moreover, among  humans, the procurement of  these rewards to  others 
may bring economic and social benefits and develop in a creative variety of 
sexual practices.

Reasoning is a relatively high- investment cognitive activity bringing indi-
rect fitness benefits. It is ultimately beneficial to one’s fitness, we claim, to over-
come the limits to communication imposed by insufficient trust and, in so 
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 doing, to be better able to influence  others and to accept the influence of  others 
wisely. Such perspectives, however, are unlikely to motivate much investment 
in reasoning  here and now. So, we suggest, the very per for mance of reasoning 
provides some hedonistic reward. This may not be true for all  humans to the 
same degree or in the same way.  Those who,  because of their social position 
or their personal disposition, are reluctant to argue may nevertheless enjoy 
watching  others do so, and they may use reasoning for evaluation rather 
than for production of arguments.

Competitive debates, for instance, spread  because they hijack reasoning, 
putting it to uses it did not evolve for. The audience listens to arguments not 
to acquire sounder beliefs but for the sheer plea sure of watching a competi-
tion and of pro cessing very good arguments. The debaters produce arguments 
not to convince an audience but to enjoy and display their reasoning skills. 
Ancient philosophical quarrels, controversies between bloggers on abstruse 
topics, and formal debates do not belong to reasoning’s proper domain— 
reasoning did not evolve to pro cess such stimuli— but they fall within its 
 actual domain, and this is what explains their cultural success.

An understanding of reasoning as a function of an evolved reason module 
need not conflict with a historical and anthropological interest in the remark-
able variety of the use of reasons and arguments across cultures. In fact, we 
suggest, it helps explain it better and formulate testable hypotheses not just 
about the va ri e ties of reasoning but also about its very variability.

Early Reasoners

Work with adult reasoners suggests that some traits of reasoning are universal. 
Striking results from developmental and educational psy chol ogy show that 
 these traits emerge very early on. The acquisition of reason  doesn’t depend 
on teaching institutions and a reason- oriented cultural environment— children 
spontaneously use reason to defend their ideas and their actions, and to eval-
uate the reasons offered by  others.

We start with a fictional character, the heroine of the Countess of Ségur’s 
Les Malheurs de Sophie (The Misfortunes of Sophie), a bestseller of nineteenth- 
century French  children’s lit er a ture. Sophie’s very argumentative character 
aggravated her  mother but delighted readers.  Here is an example:
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Sophie:   Mother, why  don’t you want me to go see the stonemasons 
without you? And when we go, why do you always want me to stay 
with you?

 Mother:   Because stonemasons throw stones and bricks that could hit you, 
and  because  there is sand and lime which could make you slip or hurt 
you.

Sophie:  Oh!  Mother, first I’ll be very careful, and also sand and lime  can’t 
hurt me.

 Mother:  You believe this  because you are a  little girl. But I, being older, 
know that lime burns.

Sophie:  But  Mother . . .  
 Mother, interrupting:  So, do not reason so much, and be quiet. I know 

better than you what can hurt you or not. I do not want you to go in the 
yard without me.

Sophie lowered her head and said nothing more; but she took on a 
morose air and said to herself: I’ll go anyway; this amuses me, I’ll go.36

Although Sophie is only four years old, she is well able to understand her 
 mother’s arguments and to reply to them. Is this a figment of a writer’s imagi-
nation? No, the Countess had been able to observe her eight  children, and 
psychological studies have confirmed that  children start to give arguments 
extremely early, sometimes as early as eigh teen months. Three- year- olds 
exchange arguments routinely, using them in one- third of their (numerous) 
disputes.37

 Children’s reasoning shares two basic features of adult reasoning: myside 
bias and low evaluation criteria for one’s own reasons. Judy Dunn and Penny 
Munn observed that three- year- olds  were fifteen times more likely to invoke 
their own feelings rather than their interlocutor’s feelings in their arguments.38 
A three- year- old boy (Hugo’s son Christopher) who wanted to be left alone 
to climb some big stairs argued that he was a big boy. When a few minutes 
 later he got tired and wanted to be picked up, he pointed out that he was a 
 little boy. The inconsistency  didn’t seem to bother him. He also once argued 
that he  shouldn’t go to bed right away  because he was too tired. Clearly,  there 
is some room for improvement in how  children use arguments (although, to 
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be fair, his parents sometimes used similar arguments without much more re-
gard for consistency).

Parents  will not be shocked to hear that  children spontaneously produce 
many arguments— indeed, like Sophie’s  mother, they might even find this skill 
a tad exasperating. But  children do not only use reasoning to explain why they 
 shouldn’t go to bed or why they are entitled to take their sibling’s toys. They 
also pay attention to  others’ arguments and evaluate them.

Psychologists have conducted many observations of parents interacting 
with their  children in an effort to document differences in parenting styles. 
When it comes to telling  children what they should or  shouldn’t do, some 
parents mostly rely on authority.  Others have a more reasoned approach, 
explaining to the  children why they should go to bed,  take their bath,  pick 
up their toys,  stop bothering their  sister, and so forth. The psychologists mea-
sured vari ous traits of the  children to see  whether parenting style had an effect 
on  children’s cognition and be hav ior.

 These studies showed a clear advantage of the use of reasons: the reasoned 
approach was “successful in promoting re sis tance to temptation, guilt over 
antisocial be hav ior, reparation  after deviation, altruism, and high levels of 
moral reasoning.”39 It seems that the  children had, at least in part, made the 
reasons given their own.

An issue with  these studies is that they only show a correlation. Parents with 
a reasoned style have  children who do better on a variety of mea sures. This 
does not mean that the reasoned style caused the  children to do better. Per-
haps the same causal  factors explain both why some parents are inclined to 
give reasons for their requests and why  children born of  these parents are 
better at resisting temptation or at feeling guilty over antisocial be hav ior. Even 
if this concern  were dispelled, it could still be that  children are influenced 
in their attitudes by the fact that they are given reasons, and not at all by the 
quality of the reasons given.

To more properly test  children’s sensitivity to argument quality, with Sté-
phane Bernard and Fabrice Clément we conducted a  simple experiment with 
small  children.40 Using Playmobil toys, the experimenter told a story with a 
 little girl, Anna, who has a dog. One day, the dog has strayed away and the 
 children are invited to help Anna look for it. To help the  children find the dog, 
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two new characters are introduced. The first points to the left and says, “The 
dog went this way  because I saw it go in this direction”— a pretty strong ar-
gument. The second points to the right and says, “The dog went this way 
 because it went in this direction”— a circular argument. Even three- year- olds 
 were sensitive to the quality of the arguments: they  were more likely to be 
swayed by the stronger one (and two- year- olds already start to display 
the same skills).41

Conservation tasks— like the task used earlier in this chapter in which we 
dropped Play- Doh balls in  water— were in ven ted nearly a  century ago by Jean 
Piaget to test  children’s understanding of elementary physics and mathe matics. 
You can find online many videos of young  children performing  these tasks. 
One such video pits a candid  little girl against a wily experimenter. Having 
placed two crackers on her side and only one on the girl’s side, the experi-
menter asks, “Do you think that we share  those fairly?” “No!” emphatically 
replies the  little girl. The psychologist then breaks the girl’s cracker in two 
pieces and asks, “Now is it fair?” “Yeah.” “Why?” “ Because we both have 
two!”42

Conservation tasks can be used to con young  children out of their 
crackers but also to study vari ous aspects of developing cognition, including 
the importance of social interaction in fostering understanding. In the 1970s, 
several groups of psychologists—in Switzerland,43 in the United States, and 
in  England, all influenced by Piaget— started asking six-  and seven- year- olds 
to solve conservation tasks in pairs. To make  things more in ter est ing, the 
psychologists created as many pairs as pos si ble in which one child could 
solve the conservation tasks on her own (“conservers”) and the other one 
 couldn’t (“nonconservers”). The conservers proved very persuasive, being 
three times more likely to convince the nonconservers than the other way 
around.44

The nonconservers changed their mind  because the conservers had good 
arguments. They  were not simply following the lead of more confident or 
smarter- sounding peers. In fact, when conservers and nonconservers dis-
cussed other topics, such as “What is the best TV show?,” they  were equally 
likely to win the argument.45

Typically, when two nonconservers discuss a conservation task, they  don’t 
go anywhere, as they have no grounds for arguing. However, if they fail the 
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task in diff er ent ways, a real understanding can emerge from their discussion. 
In one variant of conservation tasks,  children are shown the same amount of 
 water being poured into a thin tall glass on the one hand, and a short wide 
glass on the other. Fatima might believe  there is more  water in the thin tall 
glass, while Mariam believes  there’s more in the short wide glass. Fatima can try 
to show Mariam the error of her ways, and vice versa. Through argumentation, 
they can come to accept that they  were both wrong, and understand the correct 
answer:  there is as much  water in one glass as in the other.46

From very early on,  children are influenced by good reasons— not only 
adults’ reasons but also their peers’ reasons. Indeed, in some cases they seem 
to pay more attention to their peers’ reasons than to adults’. When a teacher 
spells out the solution to a math prob lem, students believe her on trust. They 
 don’t need to pay much attention to her explanations, since they are willing 
to accept the conclusion anyhow. By contrast, if students disagree among 
themselves, they mostly change their minds when confronted with good rea-
sons. So, when they do change their minds, they are more likely to understand 
why they did so. Students can be each other’s best teachers.

Educators  haven’t missed the pedagogical potential of argumentation. Be-
ginning in the early twentieth  century and gathering strength in the 1970s, re-
search into cooperative, or collaborative, learning has become “one of the 
greatest success stories in the history of educational research.”47 Hundreds of 
studies have shown that when students discuss a task in small groups, they often 
reach a deeper understanding of the materials.48 Implementing cooperative 
learning in the classroom is not always easy.  There must be disagreement, but 
not to the point of generating conflict. Letting the students talk  things through 
takes time. Yet in spite of  these practical obstacles, by the 1990s more than 
two- thirds of elementary and  middle school teachers in the United States 
relied on cooperative learning, generally to good effect.49

Learning to Argue Better

Claiming that basic traits of reason are universal does not mean denying cul-
tural variation. Similarly, drawing attention to the early developing character 
of argumentation does not mean denying the difference between the argumen-
tation of a three- year- old and of an adult. If the basic skills that enable 
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producing and evaluating reasons do not require learning,  people can cer-
tainly get better— much, much better—at argumentation.

The most basic way in which  people become better arguers is by acquiring 
local knowledge relevant to persuading their audience. For instance, as you 
get to know your friends’ tastes in movies, you can convince them more 
effectively to go see a movie you think  they’ll like.  People can also learn what 
kinds of arguments are appropriate for a given audience. For instance, scien-
tists know that arguments from authority carry  little weight in academic arti-
cles. Learning when to argue is also critical. Figuring out the contexts in which 
argumentation is frowned upon or encouraged is at least as impor tant as 
learning how to argue. But none of this  really amounts to acquiring new rea-
soning skills or becoming a better reasoner.

We saw in Chapter 12 that it often makes sense not to bother searching 
for the strongest arguments at the beginning of a discussion. Finding strong 
arguments is effortful and is not always necessary; a weak argument might 
convince the audience. Moreover, the counterarguments offered by our inter-
locutor help us understand better the opposition and find more appropriate 
arguments. As the conversation unfolds,  people come up with arguments that 
do a better job at taking the audience’s point of view into account.

 Children offer an exaggerated version of this dynamic. When young 
 children lie, they do a poor job at taking their interlocutors’ point of view into 
account— for instance ignoring the fact that their  mother can see a trail of 
crumbs leading to the cookie thief. Similarly, young  children’s reasons are too 
blatantly egocentric. Young  children are apt to respond to their  mother asking 
why they took away their sibling’s toy with a “ Because I want it.” In  doing 
this, they ignore the point of view of the sibling, who wanted the toy as 
well (and of the  mother, who had already figured out as much). They expose 
themselves to easy counterarguments: “He wants it too,” “He had it first,” 
and so on.

When the child adjusts well to his  mother’s counterarguments—by 
 accepting them or refuting them with new arguments— this dynamic is the 
mark of a well- functioning reasoning mechanism. Some counterarguments, 
however, are deemed so easy to anticipate that  people resent having to pro-
duce them. For instance, if the interaction between the child and the  mother 
repeats itself, the  mother is likely to become annoyed: “I’ve already told you, 
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that’s not a good reason!” The  mother expects the child to learn that his ar-
gument is a poor one, and to  either admit he is wrong right away or move 
straight on to a better argument.

In the preceding example, the child has two  things to learn. The first is 
that  there are counterarguments that make his “ Because I want it” weak. The 
second is that failing to anticipate  these counterarguments has adverse social 
consequences—in the form of an annoyed  mother. It might take a few itera-
tions, but the child  will likely learn to argue better.

Experiments have demonstrated how  people learn to anticipate counter-
arguments on more complex topics. We reported in Chapter 12 a study by 
Deanna Kuhn and her colleagues in which discussion between peers enabled 
adolescents and adults to produce better arguments about capital punish-
ment.50 Among the improvements was an ability to see both sides of the ar-
gument. This does not mean that  people had necessarily changed their mind 
to adopt a middle- of- the- road position. Instead, they  were able to anticipate 
some of the arguments for the other side and  counter them. One of the par-
ticipants, who was clearly opposed to capital punishment, cited an argument 
for the death penalty: “I could understand killing a repeat offender to stop 
the chain [of murders].” However, he mentioned this argument only to refute 
it in the next sentence, pointing out that life imprisonment would achieve the 
same goal.

While this experiment reports a real improvement of argument quality, its 
scope is limited. Arguing about capital punishment made  people better at ar-
guing about capital punishment. To make  people argue better in a more gen-
eral way, researchers and educators have had more often recourse to other 
tools, such as teaching critical thinking. This typically involves lessons about 
the many (supposed) argumentative fallacies— the ad hominem, the slippery 
slope, and so on— and cognitive biases— such as the myside bias. Overall, such 
programs have had weak effects.51 If  people are very good at spotting fallacies 
and biases in  others, they find it much harder to turn the same critical eye 
on themselves.52

If learning to reason is, to a large extent, learning to anticipate counter-
arguments, then the best solution might be to expose  people to more counter-
arguments—to make  people argue more. When someone’s first argument is 
easily shot down and when that person encounters strong re sis tance in the 
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form of valid arguments for the other side, he or she might learn not only about 
the content of  these specific arguments but about the challenge presented by 
counterarguments more generally. That person might also learn that some an-
ticipation might be a good  thing in order to avoid putting forward indefen-
sible points of view or arguments that are so easily shot down that they hurt 
their credibility.

Deanna Kuhn and Amanda Crowell set out to test  whether making students 
argue in groups would make the students better reasoners even on topics they 
had no experience arguing about.53 The researchers compared the effects of 
two interventions, both heavy- handed: twice- weekly meetings of fifty minutes 
over three school years. One intervention consisted of philosophy classes cov-
ering a range of social issues. It included a lot of essay writing as well as some 
whole- class discussions. In the other intervention, the students had to ex-
change arguments on topics such as home schooling or China’s one- child 
policy. This intervention let the students spend time honing their arguments 
before sparring with their peers in several argumentation sessions.

At the end of each year, the students had to defend their position on a novel 
issue in writing. The students who had followed the more standard philos-
ophy classes had had more extensive experience in essay writing, yet they de-
veloped simpler arguments. The students trained in argumentation offered 
more complex arguments that often incorporated both sides of the issue.

Arguing, it seems, makes one a better reasoner across the board. By being 
confronted with counterarguments on a specific topic, one learns to antici-
pate their presence in other contexts. While the argumentative theory of rea-
soning does not predict the exact scope with which  people generalize their 
anticipation of counterarguments, it is in a better position to account for 
 these findings than the intellectualist theory. In the experiment of Kuhn and 
her colleagues, the students receiving the standard philosophy classes showed 
very  little improvement in spite of intensive training in individual reasoning. 
By contrast,  those asked to argue with each other interiorized the dynamic of 
argumentation and wrote better essays. By learning to argue together, they had 
learned to reason better on their own.



You are taking part in a psy chol ogy experiment about moral judgment. The 
experimenter makes you sit in a small room and fill in a questionnaire con-
taining several short stories. One of them tells of a documentary film that used 
dubiously acquired footage: some of the  people in the movie claim they  didn’t 
realize they  were being filmed when they  were interviewed. Asked  whether 
you approve of the decision of the studio to release the movie anyway, you 
voice a rather strong disapproval. Why are you so severe? Perhaps it’s  because 
the complaints came from Mexican immigrants to the United States, a popu-
lation that  doesn’t need to be portrayed in a bad light, or perhaps  because you 
worry about recent assaults on privacy, or perhaps it’s  because of a terrible 
smell in the room.1

Psychologists can be creative when it comes to surreptitiously manipulating 
 people’s be hav ior. To study the impact of disgust on moral judgments, they 
have had recourse to hypnosis, video clips of nauseating toilets, and trashcans 
overflowing with old pizza boxes and dirty tissues. In this case, they used fart 
spray: some of the participants filled in their questionnaires  after the foul smell 
had been sprayed around.  Those smelling the unpleasant odor  were more severe 
in their moral judgments than  those breathing a cleaner air. Reason wasn’t 
driving moral judgment. Fart spray was.

Other unwanted influences are even more unsettling, as Israeli prisoners 
might discover if they read the scientific lit er a ture. In 2011, three researchers 
reported a strange pattern in the decisions of Israeli judges sitting on parole 
commissions.2 The judges would start the day relatively lenient, granting 
about two- thirds of the parole requests. Then the rate would drop to zero by 
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10:00 AM. At 10:30 AM a strong rebound brought the rate of parole back to 
65  percent, only to see it plunge back  after a  couple of hours.  There was an-
other shot back to over 60  percent of requests granted at 2:00 PM and then a 
quick decline back to very low rates for the end of the day.

No rational  factor could explain this pattern. What was happening? Breaks 
 were happening. The judges  were served a snack around 10:00 AM and took 
lunch at 1:00 PM.  Those breaks brought them back to the same good mood 
and energy they had started the day with. But their motivation quickly waned, 
and since more paperwork is required to accept a parole request than to deny 
it, so did the prisoners’ hopes of getting out. We do not know if prisoners’ as-
sociations have bought a snack vending machine for the courtroom. What 
we do know is that the judges never gave as a reason to deny parole that they 
 were getting tired.

So far we have mostly looked at issues that admit of a more or less right 
answer,  whether it is a logical task, making predictions, or even delivering a 
verdict. However, reasoning is also used in domains in which what is the right 
answer or even  whether  there is one is much less clear, such as esthetics or 
morality.

Moral reason has often been treated quite in de pen dently from other types 
of reason. We can still discern, though, the equivalent in the moral realm of 
the intellectualist approach to reason. This intellectualist view of moral 
reason— a simplistic version of Kant’s position, for instance— suggests 
that reason can be and should be the ultimate arbiter in moral  matters. 
Through reason,  people should reach sound moral princi ples and act or 
judge in line with  these princi ples. For most of the twentieth  century, moral 
psychologists such as Jean Piaget and Lawrence Kohlberg have  adopted a 
version of the intellectualist view, postulating that better use of reason is what 
makes  people behave more morally.

However, reflections on morality have also led some thinkers— from Paul 
to Kierkegaard—to view morality as being rightfully dominated by emotions 
and intuitions. They, too, have found allies among psychologists— such as the 
experimenters who conducted the ingenious studies described in the pre-
ceding paragraphs.

While we have built a solid case against the individualist approach in Chap-
ters 11 through 15, the moral domain offers a fresh challenge. Perhaps in this 
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domain solitary reason is in fact able to overcome intuitions and guide the lone 
reasoner  toward more enlightened decisions. Or, on the contrary, perhaps 
reason is so impotent in the moral realm that even sound arguments fail to 
change  people’s minds.

How Reasoning Lets Us Behave Immorally

In 2001 Jonathan Haidt published a groundbreaking article called “The 
Emotional Dog and Its Rational Tail.”3 For Haidt, reasoning is  here only to 
“wag the dog,” to create post- hoc justifications that cover the tracks of the 
intuitions and emotions secretly  running the show. The studies mentioned 
earlier in this chapter fit well with Haidt’s theory, as they show moral judg-
ments being driven by irrelevant  factors— a bad smell or tiredness- induced 
bad mood— rather than reason. But Haidt went further, suggesting that in-
stead of making us do the right  thing, reason may give us excuses not to do 
the right  thing.

In the 1970s, Melvin Snyder and his colleagues performed a clever experi-
ment showing that students are ready to jump on the flimsiest excuse to avoid 
sitting next to someone with a disability.4 Participants  were told they would 
have to evaluate old comedies. The movies  were showing on two TV screens, 
in a single room separated by a partition. In front of each TV screen  were two 
chairs, an empty one and one occupied by a confederate—an experimenter 
pretending to be just another participant. While one of the confederates had 
no distinguishable signs, the other confederate’s heavy metal braces signaled 
a motor handicap.

Participants  were told that each TV would play a diff er ent type of movie— a 
slapstick comedy or a sad clown comedy. Which movie did the participants 
prefer? It turned out that they consistently wanted to see the movie that would 
make them sit close to the confederate without a disability— whichever movie 
that was. They  were making up on the fly preferences for old comedies in 
order to avoid sitting next to someone with a disability.

Similar demonstrations have piled up since. For instance, male participants 
adjust their preferences in order to pick the sports magazine with the swim-
suit issue: if it’s the one that has more sports cover, then sports cover is the 
decisive  factor; if it’s the one that has more feature articles, then feature 
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articles become the decisive  factor. As the old excuse goes, “I read Playboy 
for the articles.”5

The phi los o pher Eric Schwitzgebel took this logic to the extreme and 
looked at the be hav ior of expert moral reasoners,  people whose job it is to 
read about, think about, and talk about moral reason: ethics professors. It turns 
out that for all their moral reflection, the ethicists are not more likely to vote, 
to pay conference registration fees, to reply to students’ emails, or to abstain 
from rude be hav ior than other philosophy professors.6

 These examples support Haidt’s model and demonstrate the pettiness of 
moral reason,  whether it helps undergrads avoid  people who make them feel 
uncomfortable, lets men look at scantily clad models, or allows ethics profes-
sors to skip voting.7 In none of  these cases are the rationalizations produced 
likely to cause any further harm. The undergrads’ newfound passion for slap-
stick comedies  will hurt neither them nor  people with disabilities. But for 
moral violations of a diff er ent scale, more power ful rationalizations are needed, 
and  these can take on a ghastly life of their own.

 Great Reasoner, Awful Rationalizations

A few years ago, one of us, Hugo, was invited by Jon Haidt to share our ideas 
at the University of  Virginia. No trip to Charlottesville is complete without a 
tour of Monticello, the home of Thomas Jefferson.  There is much to be learned 
about the founding  father in this “ little mountain.” His love of books, which 
used to fill two big rooms. His admiration for the thinkers of the French en-
lightenment, immortalized in marble busts. His ingenuity, on display with a 
 giant clock of his making. His architectural acumen, which gave birth to this 
neoclassical marvel.

Yet none of this  house’s won ders should make us forget who built it and 
who operated the five- thousand- acre plantation it dominated. Slaves. Nearly 
two hundred of them.8 Slaves who  were sold like chattel when Jefferson 
needed to pay for  these fancy busts and other frivolous expenses.9 Slaves who 
 were whipped into submission.10 Slaves who  were sold away to distant quar-
ters “to make an example . . .  in terrorem to  others.”11

As many of Jefferson’s biographers have pointed out,12  there is nothing ex-
traordinary about this be hav ior for a  Virginia planter of the revolutionary 
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era. Jefferson, however, was anything but a typical  Virginia planter of the rev-
olutionary era. He was a proponent of universal education, the founder of a 
major university, a fighter of cruel punishment, the architect of religious tol-
eration in  Virginia, and the writer of  these words: “We hold  these truths to 
be self- evident, that all men are created equal, that they are endowed by their 
Creator with certain unalienable Rights, that among  these are Life, Liberty 
and the pursuit of Happiness.” Talk about cognitive dissonance.

 Because he was such a brilliant reasoner, Jefferson offers one the most 
dramatic illustrations of Haidt’s model. When Jefferson reflects on what 
is to be done about slavery, he has no trou ble finding reasons to oppose 
emancipation.

In his Notes on the State of  Virginia,13 Jefferson laid down his fear that 
emancipation would only lead to “the extermination of the one or the other 
race.” He could have stopped  there, but he  really wanted to bolster his point, 
and so “to  these objections, which are po liti cal,” he “added  others, which 
are physical and moral.” Blacks and whites  can’t live in harmony together 
 because of the many defects in black  people’s physique and spirit. “Are 
not the fine mixtures of red and white, the expressions of  every passion by 
greater or less suffusions of colour in the one, preferable to that eternal 
monotony, which reigns in the countenances, that immoveable veil of black 
which covers all the emotions of the other race?” The blacks may be “more 
adventuresome” but only “from a want of forethought.” Their love is but “an 
 eager desire.” “Their griefs are transient.” “Their existence appears to par-
ticipate more of sensation than reflection.” To conclude, “this unfortunate 
difference of colour, and perhaps of faculty, is a power ful obstacle to the 
emancipation of  these  people.”

This is reason at its worst. Patently biased, it turns the most subjective 
evaluation— “a more elegant symmetry of form”— into an objective assessment—
“the real distinctions which nature has made.” It makes of a scientific mind a 
dunce ready to accept that the orangutan has a preference “for the black 
 women over  those of his own species.” It pushes a sharp intellect to say that 
blacks both “seem to require less sleep”— when it comes to “sit up till mid-
night” for the “slightest amusements”— and have a “disposition to sleep”— 
after all, “an animal whose body is at rest, and who does not reflect, must 
be disposed to sleep of course.” It lets a master rhetorician argue, in effect, 
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that  there’s nothing to be done right now about blacks being reduced to the 
most abject submission,  because they  don’t have flowing hair.14

One cannot tell  whether Jefferson’s fear of a race war or his racist beliefs 
drove his rejection of immediate emancipation.15 Instead of emancipation, he 
favored long- term and far- fetched plans for educating young blacks, separating 
them from their parents and sending them back to Africa.16 But it can only 
be his views on the inferiority of the black race that made him so fearful of 
interracial encounters (except when it came to sleeping with his mistress, 
his slave Sally Hemings). Why send emancipated slaves as far away as 
 Africa?  Because “when freed, [they are] to be removed beyond the reach of 
mixture.”17  After all “their amalgamation with the other color produces a 
degradation to which no lover of his country, no lover of excellence in the 
 human character can innocently consent.”18

It is already difficult to figure out why  people hold such and such beliefs 
when they can be asked; reconstructing the thought pro cess of a dead man 
is an even more speculative business. Yet we know that Jefferson  didn’t be-
come a slave owner  because of his racist beliefs. Rather, he inherited a plan-
tation along with its slaves and, presumably, the attitude of ordinary slave 
 owners at the time.  Later he also  adopted the enlightenment ideals of his 
intellectual peers. This massive contradiction could be reconciled only by a 
creative reasoner, and the sad way Jefferson  rose to the challenge is also part 
of his legacy.

Clearly, reason is not behaving as we would like it to, helping  people pass 
more enlightened judgments and make fairer decisions. Jefferson, armed with 
a brilliant intellect, all the knowledge of his time, and the noblest ideals, should 
have reasoned his way to the right creed and the just be hav ior. Instead, reason 
provided him with con ve nient rationalizations, allowing him to keep his slaves 
and his wealth. Sadly,  these rationalizations proved far from inert, turning him 
into the “intellectual godfather of the racist pseudo- science of the American 
school of anthropology.”19

Such examples might prompt us to safely lock up moral reason and throw 
away the key. Yet we should also consider that if reason’s power of rational-
ization is im mense, it is not limitless. Sometimes no excuse is to be found, and 
 people have the choice of  either behaving immorally without any justification 
or behaving morally  after all. We have described how students in ven ted a taste 
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for one kind of movies to avoid sitting next to someone with a disability. In 
the same study, another group of participants was denied that opportunity: 
the two TV screens showed the same movie.  These participants could not 
use even a bogus preference to justify sitting away from someone with a 
disability—as a result, they  were much less likely to do so. Likewise, some of 
Jefferson’s contemporaries found it beyond their ability to justify owning 
 people. George Washington freed his slaves and provided for them in his 
 will. Benjamin Franklin freed his slaves in his lifetime. It seems that one cannot, 
in fact, “find or make a reason for every thing one has a mind to do”20— unless 
perhaps one is as smart as Thomas Jefferson.21

Can Reasoning Change  People’s Moral Opinions?

The picture of moral reasoning painted so far, the one stressed by Haidt, fits 
one side of the interactionist approach to reason perfectly. Instead of pro-
ceeding to a careful assessment of the moral value of a judgment or a deci-
sion, reason looks for justifications that may be mere excuses for what  people 
wanted to do all along, moral or not— the myside bias at work. Being content 
with shallow reasons and flimsy rationalizations reflects another pitfall of soli-
tary reason: the lack of critical examination of one’s own justifications and 
arguments.

But Haidt’s theory has another component, the “wag- the- other- dog’s- tail 
illusion.” As the argumentative theory of reasoning might predict, “in a moral 
argument, we expect the successful rebuttal of an opponent’s arguments to 
change the opponent’s mind.” For Haidt, “such a belief is like thinking that 
forcing a dog’s tail to wag by moving it with your hand  will make the dog 
happy.”22 In other words, however strong your arguments might seem, they 
 won’t change other  people’s position on moral issues.  People  will keep being 
driven by their intuitions and emotions instead.23

Haidt’s famous “Emotional Dog” article begins with an example of reason-
ing’s powerlessness to affect moral judgments:

Julie and Mark are  brother and  sister. They are traveling together 
in France on summer vacation from college. One night they are 
staying alone in a cabin near the beach. They decide that it would be 
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in ter est ing and fun if they tried making love. At the very least it would 
be a new experience for each of them. Julie was already taking birth 
control pills, but Mark uses a condom too, just to be safe. They both 
enjoy making love, but they decide not to do it again. They keep that 
night as a special secret, which makes them feel even closer to each 
other. What do you think about that? Was it OK for them to make 
love?24

Among the participants Haidt and his colleagues interviewed, most said it 
was not acceptable for Julie and Mark to make love. When the experimenter 
asked them why, they had many reasons. Nine reasons each, on average. All 
of them  were shot down by the experimenter. “They might have  children 
with prob lems.” No, they used two forms of contraception, so  there  will be 
no  children. “ They’ll be screwed up psychologically.” On the contrary, they 
grow closer  after the experience. “ They’ll be shunned when  people find out.” 
They keep it a secret; no one finds out. And so forth. But the participants 
 didn’t say, “I cannot articulate a rational basis for my moral condemnation, and 
therefore I retract it.” Most held fast to a judgment they could not support 
anymore.

The interactionist approach, however, predicts that good reasons should 
carry some weight. Why, then,  don’t some of the  people who find themselves 
unable to answer Haidt’s argument change their minds?25 More generally, if 
it is true that  people  don’t change their minds in response to moral arguments, 
why the reluctance?

While it can be infuriating and depressing to fail to change  people’s 
minds, especially on impor tant moral  matters, that  doesn’t mean that  those 
who  won’t budge are being irrational. According to the interactionist 
approach to reason,  people should be sensitive to strong reasons, but even 
seemingly strong reasons  shouldn’t overwhelm  every other concern. For 
instance, we might have a strong intuitive reluctance to accept a given con-
clusion. Some intuitions are difficult to make explicit, so that we can be at 
a loss when explaining why we reject an apparently strong argument. That 
 doesn’t mean that the intuitions are irrational— although failing to defend 
our point of view in the face of strong arguments might make us look so. 
Some of the most impor tant intuitions that stop us from accepting even 
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arguments we cannot effectively  counter have to do with deference to 
experts.

For instance, when Moana tries to convince Teiki, his more liberal friend, 
that climate change is a hoax, they both defer to experts— but not the same 
experts. Deferring to experts is rational. If we  didn’t, we would be clueless 
about a wide variety of impor tant issues about which we have no personal ex-
perience and no competent reflection. Once we defer to some experts, it 
makes sense to put relatively  little weight on challenging arguments from third 
parties. Even though we might not be able to come up with counterarguments, 
we believe that the experts we defer to would. For instance, Moana could give 
Teiki many arguments that he cannot refute on the spot, since he does not 
know exactly why the experts he trusts believe in climate change. Still, Teiki 
would likely not change his mind, thinking that his experts would be able to 
 counter Moana’s arguments.

When beliefs are not readily testable, it is quite rational to accept them 
on the basis of trust, and it is quite rational for  people who trust diff er ent 
authorities to stubbornly disagree. We  don’t mean that  these are the most 
rational attitudes pos si ble. An intellectually more demanding approach asks 
for clarity and for a willingness to revise one’s idea in the light of evidence 
and dissenting arguments. This approach, which has become more common 
with the development of the sciences, is epistemically preferable— but no 
one has the time and resources to apply it to  every topic.

How Argumentation Helps Get Moral Prob lems Right

Should we keep reasoning about moral issues? Solitary reasoning has du-
bious effects, and even argumentation  faces many obstacles. Yet our answer 
is a resounding yes. In fact, we suspect that most moral beliefs are more ame-
nable to arguments than, say, gut feelings about incest. Beliefs about what the 
police can do to fix the crime prob lem in the neighborhood or beliefs about 
how wrong Ross was to cheat on Rachel  don’t have a preset consensual an-
swer in one’s community; they  don’t have the same power to signify  whether 
we are a friend or a foe. When the overriding concern of  people who disagree 
is to get  things right, argumentation should not only make them change their 
mind, it should make them change their mind for the best.
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An obvious prob lem for testing this prediction is the lack of a clear moral 
benchmark to tell  whether argumentation leads to better moral beliefs—by 
definition, if  there is a clear moral benchmark, then  there should be no reason 
to argue. However, it is pos si ble to look at cases in which adults agree and see 
what happens during child development. If  children of a certain age differ or 
are confused about a given issue, it is pos si ble to see which  children are more 
convincing:  those who share the adults’ judgment or  those who defend less 
mature points of view.

Jean Piaget made an art of confusing  children. For instance, he would give 
 children— for example, nine- year- olds— the following two stories:

Story 1
Once  there was a  little boy called John. He was in his room and his 
 mother called him to dinner. He opened the door to the dining room, 
but  behind the door  there was a tray with six cups on it. John  couldn’t 
have known that the tray was  behind the door. He opened the door, 
knocked the tray and all six cups  were smashed.

Story 2
Once  there was a  little boy called David. One day when his  mother was 
out he tried to get some sweets from the cupboard. He climbed on a chair 
and stretched out his arm. But the sweets  were too high and he  couldn’t 
reach, and while he was trying to reach [them] he knocked over a cup 
and it fell and broke.26

Piaget would ask the  children: Which of the two boys, John or David, is 
naughtier? When Patrick Leman and Gerard Duveen replicated Piaget’s ex-
periment, they found that most nine- year- olds thought John was naughtier.27 
Now, as adults, we can presumably all agree that this answer is wrong. Exactly 
how naughty David was is a  matter for discussion, but clearly John did nothing 
wrong. His breaking the cups was purely accidental, not even the result of neg-
ligence. Reassuringly, when pairs of  children who had diff er ent views on the 
 matter  were left to discuss with one another, they  were five times more likely 
to end up thinking that David was naughtier. Thanks to argumentation, their 
moral judgments had gotten more accurate.
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The Surprising Efficacy of Po liti cal Debates among Citizens

Among adults, some moral debates become po liti cal debates— debates not 
only about what is right or wrong but also about what the community should 
do to fix the prob lem. It is tempting to have a dim view of po liti cal debates. 
In some demo cratic countries, the most publicized of  those debates occur 
between contenders for the presidency.  These are somewhat unnatural spec-
tacles in which the debaters know they have no chance of convincing each 
other and mostly seek to strengthen the support of their base. Fortunately, 
debates about po liti cal  matters  don’t only occur between presidential con-
tenders; they also occur between citizens.

Samuel Huntington expressed a common opinion when he argued that 
“elections, open,  free and fair, are the essence of democracy.”28 But voting is 
not the only way to aggregate opinions in a (potentially) fair manner. Indeed, 
it is neither the oldest nor the most common.29 As we noted in Chapter 16, 
bands of hunter- gatherers make group decisions based on public deliberation. 
To the extent that life in  these bands bears a resemblance to that of our 
Paleolithic ancestors, this suggests that deliberation has a far greater antiq-
uity than voting. In Democracy and Its Global Roots, Amartya Sen takes the 
reader on a brief tour of non- Western demo cratic traditions— many of which 
 were deliberative.30 From the  great interreligious debates sponsored by the 
emperor Akbar in sixteenth- century India to the Thembu’s open meetings 
that left a young Nelson Mandela with the impression of “democracy in its 
purest form,”31 deliberation throughout the world carries the hope of reaching 
better beliefs and making better decisions.

In the early 1980s, po liti cal scientists started paying more attention to the 
role played by deliberation in a healthy democracy.32 At first, the new field of 
deliberative democracy focused on lofty ideals, on the potential of delibera-
tion to promote rational discourse, civility, public engagement, and mutual re-
spect. Then po liti cal scientists confronted  these lofty ideals to the real ity of 
deliberation between divided, misinformed, sometimes irate citizens. To the 
surprise of many, the lofty ideals won. When a sample of citizens is brought 
together, divided in small groups, and, with the soft prodding of a moderator, 
made to discuss policy, good  things happen.33 The participants in  these dis-
cussions end up better informed, with more articulate positions but also a 
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deeper understanding of other  people’s point of view. Their opinions tend to 
converge  toward a reasonable compromise. They are more likely to partici-
pate in public life in the  future. Deliberation among citizens works.

One of the most successful deliberative democracy experiments was 
launched by Robert Luskin and James Fishkin. In dozens of cities, they con-
ducted deliberative polls in which citizens discussing among themselves 
reached more informed positions on vari ous policy  matters. One of  these cities 
was Omagh, Northern Ireland.

On August 15, 1998, a bomb had exploded in Omagh, killing twenty- nine 
 people and injuring more than two hundred. Claimed by a splinter group of 
the Irish Republican Army— creatively called the Real Irish Republican 
Army— the attack is remembered as one of the worst atrocities in the long and 
bloody conflict over the control of Northern Ireland. In Omagh, Catholics and 
Protestants have plenty of reasons to distrust each other and to stick to their 
group’s beliefs— not the best place for deliberation to work.

Yet when Luskin, Fishkin, and two colleagues asked a sample of the local 
population that included both Catholics and Protestants to discuss education 
policy, the debates proved constructive, even on highly loaded topics.34 When 
questions related to mixed religious schools emerged in the debate, the par-
ticipants  didn’t fight and polarize.  After the discussions, participants had 
changed their minds on several points, and they  were much more knowledge-
able about education policy. They also found that their interlocutors  were 
more trustworthy and open to reason than they expected.

Critics of deliberative democracy have pointed out its scaling-up prob lem: 
debates work well with a handful of  people, not so well with several millions. 
Fishkin, joined by the American constitutional scholar Bruce Ackerman, has 
proposed a Deliberation Day, a national holiday in which citizens would be 
invited to debate upcoming elections. While such institutions would further 
boost the role of discussion in public life, argumentation has already proven 
its ability to effect large- scale moral and po liti cal change.

Abolitionism: Not Such an Easy Argument to Make

By the end of the eigh teenth  century, the British dominated the transatlantic 
slave trade,35 and they had just acquired huge swaths of territory in the Amer-
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i cas, bearing the promise of untold wealth. Economic logic dictated that they 
capture and ship hundreds of thousands of slaves to exploit  these lands.36 
Instead they chose to abolish the slave trade. How did the abolitionists manage 
such a complete reversal?

From our modern vantage point, it seems like an easy argument to make. 
Why would it be necessary to convince someone that slavery is so wrong that 
it should be banished? Unfortunately, the evil of slavery  hasn’t always been a 
moral truism. Indeed, for most of history slavery was part of the fabric of life. 
Practiced by the Greeks and the Romans, sanctioned by Judaism, Chris tian ity, 
and Islam, slavery  hadn’t been an issue for most of Eu ro pean history. The tide 
turned when the Enlightenment’s heralds, such as Diderot, staunchly de-
nounced the practice. At the same time, new religious movements— most no-
tably the Quakers— offered a new reading of the Bible that made of slavery a 
very un- Christian institution. At long last slavers and slave  owners had to offer 
justifications for their practice.

Apologists of slavery obliged and, for a while, even tried to take the moral 
high ground. They argued that life in Africa was so tough as to be practically 
unbearable. By comparison, during the  Middle Passage, the slaves  were treated 
as VIPs, provided with “Cordial . . .  Pipes and Tobacco,” and “amused with 
Instruments of  Music.” The contrast was such that “Nine out of Ten [slaves] 
rejoice at falling into our Hands,” the slavers claimed.37 Moreover, the  whole 
slave trade was only necessary  because slaves, having reached their destina-
tion, failed to have enough  children to maintain the population. That was due 
to female slaves’ being “prostitutes” who must have frequent “abortions, in 
order that they may continue their trade without loss of time.” “Such promis-
cuous embraces,” continues Edward Long in his History of Jamaica, “must 
necessarily hinder, or destroy, conception.”38 Slaves should be thankful for 
the slave trade yet also blamed for it.

 These arguments sound not just abominable but also preposterous. At 
the time, though, British citizens lacked reliable information about what 
was  going on in Africa, the West Indies, or Amer i ca. And British lives  weren’t 
exactly cushy,  either. The industrial revolution generated  great wealth but 
also its share of misery. In ports across Britain, thousands of men  were 
“impressed,” kidnapped and brought onboard navy ships for “several 
years of floggings, scurvy, and malaria.”39 Given the picture painted by the 
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slavers, common  people might have thought the slaves  weren’t much 
worse off.

Still, the anti- abolitionists’ strongest arguments  weren’t moral, but eco-
nomic. Entire cities, such as Liverpool, relied on the slave trade. Even inland 
cities like Manchester  were dependent on a constant supply of raw material 
gathered by slaves in the colonies to employ textile workers. Slavers’ mouth-
pieces never tired of mentioning the “ widows and orphans” that abolition 
would leave in its trail all over  Great Britain.40 The anti-abolitionists  didn’t 
hesitate to make up numbers— seventy million pounds  were at stake!41—or 
to invoke the British’s favorite beverage— the lack of “Sugar and Rum[!]” 
would “render the Use of Tea insupportable.”

Yet by the mid-1780s, the Quakers and other early abolitionists had 
managed to reclaim the moral high ground. They had done so by using an 
essential argumentative tool: displaying inconsistencies in the audience’s po-
sition. In this case, the inconsistencies  were glaring enough: Chris tian ity and 
the En glish spirit on the one hand, slavery on the other. “The very idea of 
trading the persons of men should kindle detestations in the breasts of men— 
especially of britons— and above all of christians,” pleaded James Dore 
in a 1788 sermon.42 Historian Seymour Drescher pointed out that the strength 
of this inconsistency was the main propeller of popu lar abolitionism: “How 
could the world’s most secure,  free, religious, just, prosperous, and moral 
nation allow itself to remain the premier perpetrator of the world’s most deadly, 
brutal, unjust, immoral offenses to humanity?”43 Still, the economic consid-
erations put forward by the slavers held fast. The moral arguments  were too 
abstract, the immensity of the suffering wrought by slavery not plain enough. 
The abolitionists needed more evidence for their arguments to carry their 
full weight.

Convincing a Country

For years, the abolitionist Thomas Clarkson crisscrossed  England, accumu-
lating the greatest wealth of evidence ever gathered on the slave trade. The 
fruits of his  labors— An Abstract of the Evidence Delivered before a Select Com-
mittee of the House of Commons in the Years 1790, and 1791; on the Part of the 
Petitioners for the Abolition of the Slave- Trade— became the main weapon in 
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the abolitionists’ growing arsenal. This arsenal was completed by the men and 
 women who developed a “rhe toric of sensitivity,” composing poems meant 
to restore the slaves’ full humanity;44 by the freed slaves who wrote widely 
successful autobiographies, putting a face on the numbers of the Abstract; by 
the former slavers who attested to the horrors they had witnessed, lending 
credibility to the cause. Yet it was the Abstract that remained “the central doc-
ument of British mass mobilization.”45 But the abolitionists needed some-
thing more than popu lar clamor outside the walls of Parliament. They needed 
an insider’s voice.

William Wilberforce, member of Parliament, was conservative on many is-
sues, but by the mid-1780s he had become an evangelical, a conversion that 
seemingly made him more responsive to the abolitionists’ arguments. Wilber-
force was lobbied by the movement and fi nally convinced to lend his voice to 
the cause. Like other abolitionists, Wilberforce pointed out the inconsistency 
between slavery and belonging to a nation “which besides the unequalled de-
gree of true civil liberty, had been favored with an unpre ce dented mea sure of 
religious light, with its long train of attendant blessings.”46 But Wilberforce 
 didn’t simply rehearse the standard arguments. He mastered the evidence, fa-
miliarized himself with the anti-abolitionists’ arguments, and fought them on 
their own ground. Slavers claimed it would make no economic sense to mistreat 
their most precious cargo. Wilberforce pointed out that on the contrary, “the 
Merchants profit depends upon the number that can be crouded together, 
and upon the shortness of their allowance.”47 The anti-abolitionists relied on 
Long’s supposedly well- informed History of Jamaica for many of their argu-
ments, so Wilberforce deci ded to use Long’s own assertions as premises. 
“ Those Negroes breed the best, whose  labour is least, or easiest,”48 claimed 
Long. Well, added Wilberforce, if only slave  owners exerted a less brutal do-
minion, the slave population would be self- sustaining, and trade unnecessary.

The overwhelming mass of reasons and evidence gathered by the abolition-
ists ended up convincing most members of Parliament— directly or through 
the popu lar support the arguments had gathered. In 1792, three- quarters of 
the House of Commons voted for a gradual abolition of the slave trade. The 
House of Lords, closer to the slavers’ interests, asked for more time to ponder 
the case. Awkward timing: for years, the threats posed by the French revolu-
tion, and then by Napoleon, would quash all radical movements— which, at 
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the time, included abolition. But as soon as an opportunity arose, the aboli-
tionists whetted their arguments, popu lar clamor rekindled, Parliament was 
flooded with new petitions, and Wilberforce again handily carried the debate 
in the Commons. In 1807, both  houses voted to abolish the slave trade.

The British abolitionists  didn’t invent most of the arguments against slavery. 
But they refined them, backed them with masses of evidence, increased their 
credibility by relying on trustworthy witnesses, and made them more acces-
sible by allowing  people to see life through a slave’s eyes. Debates, public meet-
ings, and newspapers brought  these strengthened arguments to a booming 
urban population. And it worked.  People  were convinced not only of the evils 
of slavery but also of the necessity of  doing something about it. They peti-
tioned, gave money, and— with the help of other  factors, from economy to 
international politics— had first the slave trade and then slavery itself banned.

The Best and Worst of Reason

The interactionist approach is in a unique position to account for the range 
of effects reason has on moral judgments and decisions. Many experiments 
and, before them, countless personal and historical observations have ren-
dered the intellectualist view of moral reason implausible. Moral judgments 
and decisions are quite commonly dominated by intuitions and emotions with 
reason providing, at best, inert rationalizations and, at worst, excuses that allow 
the reasoner to engage in morally dubious be hav ior— from sitting away from 
someone with a disability to keeping one’s slaves. Reason does what it is ex-
pected to do as a biased and lazy producer of justifications.

Yet we do not quite share the pessimism regarding the ability of reason to 
change  people’s minds.  People do not just provide their own justifications and 
arguments; they also evaluate  those of  others. As evaluators,  people should 
be able to recognize strong arguments and be swayed by them in all domains, 
including the moral realm. Clearly, arguments that challenge the moral values 
of one’s community can be met with disbelief, distrust of motives, even down-
right hostility. Still, on many moral issues,  people have been influenced by 
good arguments, from local politics— for example, how to or ga nize the local 
school curriculums—to major societal issues— such as the abolition of the slave 
trade.



In the 1920s, the small community of particle physicists faced a dilemma of 
epic consequences. The mathe matics they used to understand elementary 
particles conflicted with their standard repre sen ta tions of space. While 
mathe matics enabled very accurate predictions of the particles’ be hav ior, 
the equations could not ascribe to  these particles a trajectory in space. 
 There seemed to be a deep flaw in quantum theory. Would the physicists 
have to reject this extraordinarily successful framework? Or would they 
be forced to accept its limitations? Werner Heisenberg was already a well- 
recognized figure in this community. By developing the mathematical 
framework used to understand elementary particles, he had contributed to 
creating this dilemma. So he set out to resolve it.

At the time, most of the action in particle physics was happening in Niels 
Bohr’s laboratory in Copenhagen. Bohr not only was a  great scientist; he also 
had a flair for obtaining funding, which he used wisely, promoting the best 
young researchers— such as Heisenberg. However, Bohr’s larger- than- life per-
sona clashed with Heisenberg’s ambition and in de pen dence. In search of a 
more peaceful atmosphere, Heisenberg retreated to the small island of Heli-
goland, a three hours’ boat  ride off the coast of Germany.  After months of iso-
lation, he fi nally found a solution to the dilemma that was haunting quantum 
physics: a mathematical formulation of what would become the uncertainty 
princi ple. Heisenberg summarized the princi ple in layman’s terms: “One can 
never know with perfect accuracy both of  those two impor tant  factors which 
determine the movement of one of the smallest particles— its position and its 
velocity.”1 This is a third route: quantum physics does not have to be replaced 
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by a new framework, and physicists do not have to resign themselves to an 
imperfect understanding of the world. If elementary particles cannot be as-
cribed a precise trajectory, it is not  because quantum physics is flawed; it is 
 because position and velocity do not si mul ta neously exist before being mea-
sured and cannot be mea sured si mul ta neously.

A stunningly brilliant mind, isolated on an island, reaches a deeper under-
standing of the nature of the world— a perfect illustration of the solitary 
genius view of science. In this popu lar view, scientific breakthroughs often 
come from  great minds working in isolation. The image of the lonely ge-
nius is a figment of the romantic imagination of the eigh teenth  century, as it 
can be found in the verses of the poet Words worth. To him, a statue of 
Newton was

The marble index of a mind for ever
Voyaging through strange seas of thought, alone2

In the solitary genius view of science, geniuses are fed data by underlings— 
students, assistants, lesser scientists— they think very hard about a prob lem, 
and come up with a beautiful theory. This is very close to the view of science 
that had been advocated by Francis Bacon.

Bacon was a visionary statesman and phi los o pher living in  England at the 
turn of the sixteenth  century. He urged his colleagues to abandon their spe-
cious arguments and adopt a more empirical approach, to stop adding new 
commentaries on Aristotle and conduct experiments instead— ideas that 
would inspire the scientific revolution. While Bacon emphasized the collab-
orative character of science, he held a very hierarchical notion of collabora-
tion. In his description of a utopian New Atlantis, Bacon makes a long list of 
 people in charge of “collect[ing] the experiments which are in all books . . .  
[and] of all mechanical arts,” and “try[ing] new experiments.” But the theo-
rizing is reserved to a very select group: “Lastly, we have three that raise the 
former discoveries by experiments into greater observations, axioms, and aph-
orisms.  These we call Interpreters of Nature.”

As one of the two foremost  lawyers of his day, Bacon was intimately familiar 
with argumentation, yet  there is  little place for it in his  grand scheme. In such 
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a hierarchical view of science, if argumentation is needed at all, it is to enable 
recognized geniuses to convince lesser minds of their discoveries. And even 
that may not be working so well.

Dispirited by what he perceived to be the slow ac cep tance of his ideas, Max 
Planck, one of the found ers of quantum physics, quipped, “A new scientific 
truth does not triumph by convincing its opponents and making them see the 
light, but rather  because its opponents eventually die, and a new generation 
grows up that is familiar with it.”3 Quoted in millions of web pages, thousands 
of books, and hundreds of scientific articles, Planck’s aphorism encapsulates 
a deeply held belief about scientific change (or lack of it).

If scientific pro gress is achieved by lone geniuses building revolutionary 
theories, if even  these geniuses fail to convince their colleagues to share in their 
vision, then science, the most successful of our epistemic endeavors, violates 
all the predictions of our interactive approach to reason. That would be a 
prob lem.

Scientists Are Biased, Too

Scientists rely on diverse cognitive skills. As many researchers, from Poincaré 
to Einstein, have pointed out, intuitions play a crucial role in the emergence 
of new insights. No one denies, of course, that reason plays an impor tant role 
in science. Is it that individual scientists can successfully answer very com-
plex questions on their own? If so, they must be exceptionally good reasoners 
capable of overcoming the two prob lems that plague laypeople in their solitary 
reasoning: myside bias and low evaluation criteria for one’s own arguments—
that is, laziness. Perhaps scientists are a special breed. Perhaps they have 
been drilled about falsification to such an extent that it has become second 
nature, allowing them to reason impartially about their own ideas. The example 
of Linus Pauling, discussed in Chapter 11, gave us a glimpse of the answer, 
but less anecdotal evidence also speaks to this question.

In the 1970s, Michael Mahoney and his colleagues conducted a series of 
experiments to discover  whether scientists are also prey to the myside bias. 
One of their studies compared the answers of scientists from two diff er ent 
fields, psy chol ogy and physics, to the answers of Protestant ministers on a task 



318 Reason in the Wild

designed to assess the myside bias. The three groups showed a bias, the sci-
entists being as biased as the ministers or the participants of previous experi-
ments.4 When Mahoney conducted an experiment in which scientists had to 
reason about their own domain of expertise, he again observed a strong my-
side bias.5

The same pattern emerges from observations of scientists in their natu ral 
environment. Kevin Dunbar conducted an extraordinary study of how scien-
tists think in real life and not just in experimental settings.6 He interviewed 
scores of researchers, in an effort to understand how they made sense of their 
data, developed new hypotheses, and solved new prob lems. His observations 
showed that scientists reason to write off incon ve nient results. When an 
experiment has a disappointing outcome, researchers do not reason impar-
tially, questioning their initial hypothesis and trying to come up with a new 
one. Instead, they are satisfied with weak arguments rescuing the initial hy-
pothesis: a technical prob lem occurred; the experiment was flawed; someone 
made a  mistake.

Yet Scientists Are Sensitive to Good Arguments

If scientists’ reasoning shares the biases and limitations of laypeople’s rea-
soning, it should also share its strengths: be much more objective in the eval-
uation than in the production of reasons. Scientists should pay attention to 
each other’s arguments and change their minds when given good reasons 
to. But, following Planck and the common wisdom, it seems they fail to do 
even that, resisting new theories to their last breath.

To be fair to scientists,  they’ve been asked to swallow some crazy ideas: that 
we are the descendants of unicellular organisms, the product of billions of 
years of random mutations, barreling around the sun at over 100,000 kilo-
meters per hour, glued to the ground by the same force that keeps the earth 
in its orbit, seeing this page thanks to light particles for which time does not 
exist, our consciousness the product of a three- pound slab of gray  matter. 
When Planck was complaining about the sluggish diffusion of his ideas, he 
was trying to convince physicists that energy is not a continuous variable but 
that it comes instead in quanta of a specified size. In giving birth to quantum 
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physics, Planck was violating one of classical physics’ most fundamental as-
sumptions. That he was met with skepticism should not come as a surprise. 
The counterintuitiveness of scientific ideas is not the only  factor slowing their 
spread. Thomas Kuhn, the author of the revolutionary book The Structure of 
Scientific Revolutions, argued that much of the re sis tance to new theories 
comes from scientists who have staked their entire  careers on one paradigm. 
One could hardly blame them for being somewhat skeptical of the upstarts’ 
apparently silly yet threatening ideas.

Although he was more conscious than anyone before him of the challenge 
involved in getting revolutionary ideas accepted, Kuhn did not share Planck’s 
bleak assessment: “Though some scientists, particularly the older and more 
experienced ones, may resist in defi nitely, most of them can be reached in one 
way or another.”7 Ironically, Bernard Cohen, another scholar of scientific rev-
olutions, noted how “Planck himself actually witnessed the ac cep tance, modi-
fication, and application of his fundamental concept by his fellow scientists.”8 
Planck and Kuhn also seem to have been wrong about the deleterious effects 
of age on the capacity to take new ideas in stride. Quantitative historical 
studies suggest that older scientists are only barely less likely to accept novel 
theories than their younger peers.9

In his review of scientific revolutions, Cohen went further. Not only does 
change of mind happen, but “whoever reads the lit er a ture of scientific revo-
lution cannot help being struck by the ubiquity of references to conversion.”10 
Being confronted with good arguments sometimes leads to epiphanies, as 
that recounted by a nineteenth- century chemist who had been given a pam-
phlet at a conference: “I . . .  read it over and over at home and was aston-
ished at the light which the  little work shed upon the most impor tant points 
of controversy. Scales as it  were fell from my eyes, doubts evaporated, and a 
feeling of the most tranquil certainty took their place.”11

Revolutions in science proceed in a gentle manner.  There is no need to 
chop off se nior scientists’ heads; they can change their minds through “un-
forced agreement.”12 Ten years  after Darwin had published The Origin of Spe-
cies, three- quarters of British scientists had been at least partly convinced.13 
Barely more than ten years  after a convincing theory of plate tectonics was 
worked out, it had been integrated into textbooks.14
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Science Makes the Best of Argumentation

Scientists’ reasoning is not diff er ent in kind from that of laypeople. Science 
 doesn’t work by recruiting a special breed of super- reasoners but by making 
the best of reasoning’s strengths: fostering discussions, providing  people with 
tools to argue, giving them the latitude to change their minds.

The Royal Society, founded in  England in 1660, was one of the first 
scientific socie ties in the world. Several of its found ers would become impor-
tant figures in the scientific revolution. Yet, however brilliant  these found ers 
might have been, they still got a few  things wrong. Christopher Wren be-
lieved that “a true astrology [could] be found by the inquiring phi los o pher.” 
The hand of a freshly hanged man was, according to Robert Boyle, a cure 
for goiter. John Wilkins championed the miraculous powers of Valentine 
Greatrakes, “the most famous occult healer of the seventeenth  century,”15 
who could supposedly cure tuberculosis and other ailments. But what they 
got right was much more impor tant than any par tic u lar belief they got wrong. 
It was a way of acquiring new, better beliefs.  These pioneers thought that 
real experiments should replace thought experiments,16 that scholars  ought 
to engage in open- ended dialogue and not in the sterile mind games of medi-
eval disputationes, that more knowledge could be gained from tradesmen and 
travelers than from centuries- old books.

Wren, Boyle, Wilkins, and their colleagues aimed high. To illustrate the 
power of discussion, Boyle wrote The Sceptical Chymist, the report of an imag-
inary symposium of chemists. The dialogue style was hardly new; Galileo had 
used it with  great power to expose his revolutionary theories. But in the Dia-
logue Concerning the Two Chief World Systems, it is all too clear that Salviati— 
Galileo’s mouthpiece— has it all figured out from the beginning.

Boyle’s use of dialogue was diff er ent. In The Sceptical Chymist, none of the 
characters know the answer from the start. It is a “piece of theatre that exhibit[s] 
how persuasion, dissensus and, ultimately, conversion to truth  ought to be 
conducted.”17 Carneades, the protagonist whose views most closely mirror 
Boyle’s, does not inculcate the truth to his interlocutors; “rather [truth] is dra-
matized as emerging through the conversation.”18

Boyle’s  grand vision might not have materialized, but he  wouldn’t be 
entirely disappointed by the everyday workings of con temporary science. 
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Experiments have become common currency. And Boyle’s constructive dia-
logues can be observed in thousands of lab meetings  every day. What hap-
pened to the scientists that Dunbar had found so prompt to rationalize away 
disappointing results? When they brought their excuses to the lab meetings, 
they  were rebuffed. The rationalizations  were only good enough to convince 
 those who offered them, not the other lab members. The researchers  were 
forced to come up with better explanations of their results, assisted by other 
group members who provided alternative hypotheses and explanations.19

The lab meetings Dunbar observed offer a perfect demonstration of how 
discussion can rein in the biases that mislead individual reasoners. And this 
is only one of the many forms that the exchange of arguments takes in science, 
from informal chats to peer review and international symposia.

The importance of discussions and arguments for science has not escaped 
con temporary scientists—as opposed to the poets and other external observers 
who created the myth of the lone genius. When interviewed by Mihaly Csik-
szentmihalyi and Keith Sawyer about creativity, a mathematical physicist de-
scribed science as

a very gregarious business, it’s essentially the difference between having 
this door open and having it shut. If I’m  doing science, I have the door 
open. That’s kind of symbolic, but it’s true. You want to be all the time 
talking with  people. . . .  It’s only by interaction with other  people in the 
building that you get anything in ter est ing done; it’s essentially a com-
munal enterprise.20

Even Daniel Kahneman, who with Amos Tversky has made some of the most 
impor tant contributions to the development of an individualist view of rea-
soning, is well aware of the power of discussion: “I did the best thinking of 
my life on leisurely walks with Amos.”21

How Solitary Are Solitary Geniuses?

Sociologists and historians of science concur: science is an intrinsically 
collective enterprise. Not in Bacon’s sense of a division of  labor between the 
lowly data gatherer and the high- minded theoretician, but as a more integrated 
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collaborative endeavor, shot through with discussions and arguments. Yet it 
seems that  there are exceptions. What of  those scientists who break new 
ground on their own? What of Heisenberg on his island?

The historian of science Mara Beller has looked in detail at the pro cess that 
led Heisenberg to formulate the uncertainty princi ple, and she  doesn’t buy 
the solitary genius view. Drawing from a range of sources— scientific papers, 
letters, interviews, and autobiographies— she reconstructed the dialogical na-
ture of Heisenberg’s achievement. “Not the magisterial unfolding of a single 
argument, but the creative coalescence of diff er ent arguments, each reinforcing 
and illuminating the  others, resulted in Heisenberg’s monumental contribu-
tion to physics.”22 Heisenberg’s insights  were a reaction to Schrödinger’s po-
sition, built by engaging with the thought of Bohr and Dirac, recycling ideas 
of less famous physicists such as Norman Campbell and H. A. Sentfleben.23

Most importantly, Heisenberg shared a dense correspondence with Wolf-
gang Pauli. It is by confronting Pauli’s arguments and rising to his challenges 
that Heisenberg was able to push his ideas to their full potential. Indeed, the 
first draft of Heisenberg’s uncertainty paper appears in a letter to Pauli. Even 
geniuses need  people to argue with to develop their best ideas.

The exchange of arguments between Heisenberg and Pauli was essential 
to the formulation of the uncertainty princi ple, but it was far from an everyday 
conversation. Instead of short statements briskly flying back and forth, we 
find long, well- structured arguments separated by days of solitary thinking. 
From what we can piece together of it, the thought pro cess that leads to sci-
entific breakthroughs  doesn’t look like the type of solitary reasoning de-
picted by psy chol ogy experiments, no unexamined arguments piling up 
endlessly in support of the scientist’s views.  There is a myside bias, yes, but 
it is tempered by a more demanding quality control that weeds out the 
weakest arguments.

In Chapter 12, we argued that in an everyday conversation, it makes sense 
for reasoners not to spend much energy anticipating potential counterargu-
ments. Anticipating counterarguments is both difficult and not that useful, 
since failing to convince one’s interlocutor right away carries  little cost. It is 
improbable, however, that throughout our evolution reasoning was only ever 
used in  these conditions. The stakes  were bound to be higher at times, and 
in some situations counterarguments could be more easily anticipated. So 
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we should expect some flexibility in how much and how well  people scruti-
nize their own arguments.

Some institutions put a premium on well- crafted arguments.  Lawyers only 
get one final plea. Politicians must reduce their arguments to efficient sound 
bites. Scientists compete for the attention of their peers: only  those who 
make the best arguments have a chance of being heard. To some extent, rea-
soning rises to  these challenges. With training, professionals manage to impose 
relatively high criteria on their own arguments. In most cases this improve-
ment transparently aims at conviction.  Lawyers must persuade a judge or a 
jury. If  there are other  people, including the  lawyers themselves, whom argu-
ments fail to convince, so be it.

By contrast, scientists—at their best— seem to be striving for the truth, not 
for the approval of a par tic u lar audience. We suggest that in fact their reasoning 
still looks for arguments intended to convince but that the target audience is 
large and is particularly demanding.24 If anyone finds a counterargument that 
convinces the scientific community, the scientist’s argument is shot down. She 
cannot afford to appeal to a judge’s inclinations or to play on a jury’s igno-
rance of the law. Her arguments must be aimed at universal validity—in a uni-
verse composed of her peers.

At least as impor tant as the incentive to strive for universal assent are the 
means to achieve it. In Chapter 12, when Hélène was trying to convince Mar-
jorie to dine at Isami, she could hardly have anticipated Marjorie’s counter-
arguments, since they  were based on idiosyncratic pieces of information such 
as where Marjorie had dined the week before or how much she could afford 
to spend. By contrast, experts in a given scientific field are likely to share much 
of the information relevant to  settle a disagreement. This makes  actual argu-
mentation much more efficient. This also improves the power of individual 
reasoning. If a scientist, while evaluating her own arguments, finds a counter-
argument, then  others could have discovered it as well; and if she  doesn’t find 
any, it’s a decent indication that  others  won’t find any  either, or at least none 
that  will be recognized as compelling by the members of the relevant com-
munity. The more overlap  there is between one’s beliefs and  those of the rel-
evant audience, the more useful individual ratiocination can be. Sitting at the 
end of this spectrum, mathematicians from Newton to Perelman have been 
known to produce remarkable new results in complete isolation.
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Of all the scientific communities, mathematicians are  those who are most 
likely to recognize the same facts and to be convinced by the same arguments— 
they share the same axioms, the same body of already established theorems, 
and the arguments they are aiming at are proofs. From a formal point of 
view, a proof is a formal derivation where the conclusion necessarily follows 
from the premises. From a sociology of science point of view, a proof is an 
argument that is considered, in a scientific community, as conclusive once 
and for all. In logic and mathe matics, the formal and the so cio log i cal notions 
of proof tend to be coextensive.25 In 1930, Kurt Gödel presented his first 
incompleteness theorem, destroying the dreams of building a consistent 
and complete set of axioms for mathe matics, shattering the most ambitious 
proj ect mathematicians had ever devised. It was a truly revolutionary and 
threatening result. Yet it was promptly accepted by  every mathematician who 
read Gödel’s proof.26

If mathematicians are able to reach a consensus so quickly, if they all agree 
on the rules of the games, then they should also be able to anticipate each other’s 
counterarguments very efficiently. More than any other group, they have both 
the incentive and the means to evaluate their own arguments thoroughly. 
The community’s many minds are bound to uncover flaws overlooked by a 
solitary mind, but a lone mathematician still has a chance of achieving  great 
results. Grigory Perelman solved the Poincaré conjecture in a mostly empty, 
decrepit Rus sian institute and in his  mother’s apartment.27 Andrew Wiles 
worked for six years in near- total secrecy to prove Fermat’s conjecture.

Dialogue can still bring  great benefits to mathematicians— Paul Erdős be-
came one of the twentieth  century’s  great mathematicians through hundreds 
of collaborations. But it is not as necessary as in other disciplines where, even 
in the so- called hard sciences, a researcher can hardly hope to achieve the same 
degree of exigency  toward her arguments as a mathematician, leaving more 
room for improvements through discussion.

The Social Context of Science Drives Improvement in Solitary 
Reasoning

 Because science offers its prac ti tion ers the incentives and the capacity to en-
gage in productive solitary reasoning, the most brilliant scientists seem en-
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dowed with a preternatural ability to generate  great insights— and none more 
so than Isaac Newton. The historian Richard Westfall, Newton’s famous bi-
ographer, tells us:

I have never, however, met one [man] against whom I was unwilling to 
mea sure myself, so that it seemed reasonable to say that I was half as able 
as the person in question, or a third, or a fourth, but in  every case a fi-
nite fraction. The end result of my study of Newton has served to con-
vince me that with him  there is no mea sure. He has become for me wholly 
other, one of the tiny handful of supreme geniuses who have  shaped the 
categories of  human intellect, a man not fi nally reducible to the criteria 
by which we comprehend our fellow beings.28

Newton’s deification began long before Westfall,29 but  there  were also 
some early skeptics, such as Joseph Priestley, who was careful to bring Sir 
Isaac’s achievements back to  human scale: “Could we have entered into the 
mind of Sir Isaac Newton, and have traced all the steps by which he produced 
his  great works, we might see nothing very extraordinary in the pro cess.”30 
Priestley was, among many  things, a chemist, and Sir Isaac’s work in that do-
main seems to justify this irreverent assessment.

Prying in Newton’s notes, one does encounter some surprising passages:

The Dragon kild by Cadmus is the subject of our work, & his teeth are 
the  matter purified.

Democritus (a Grecian Adeptist) said  there  were certain birds (volatile 
substances) from whose blood mixt together a certain kind of Serpent 
([symbol for mercury]) was generated which being eaten (by digestion) 
would make a man understand the voice of birds (the nature of volatiles 
how they may be fixed).

St John the Apostle & Homer  were Adeptists.
Sacra Bacchi (vel Dionysiaca) [the rites of Bacchus (or Dionysus)] 

instituted by Orpheus  were of a Chymicall meaning.31

 These are hardly unique. Newton wrote hundreds of pages on chemistry 
and alchemy, some describing experiments,  others trying to understand the 
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deep meaning of such allegories. While to many the passages from Newton’s 
greatest physics work— the Principia— would sound equally obscure, they 
come from diff er ent operations of reasoning. The most relevant difference is 
not that Newton happened to be right in one case and wrong in the other but 
that the quality of his arguments varies widely. It would take an extreme rela-
tivist to argue that the tight mathematical arguments of the Principia are not 
any sounder than, say, this: “Neptune with his trident leads phi los o phers into 
the academic garden. Therefore Neptune is a mineral, watery solvent and the 
trident is a  water ferment like the Caduceus of Mercury, with which Mercury 
is fermented, namely, two dry Doves with dry ferrous copper.”32 Yet both are 
the product of the same undeniably brilliant mind.

An obvious difference between Newton’s reasoning about astronomy and 
about alchemy is the quality of the data he had access to. On the one hand 
Tycho Brahe’s precise recording of stellar and planetary positions. On the 
other hand a mix of hermeneutical texts, vague rumors about  people able to 
transmute metal, and bogus  recipes. But  there is another difference.

When reasoning about astronomy, Newton knew he would have to con-
vince the most brilliant minds of his time, and he could try to anticipate 
many of their counterarguments. Even when his academic colleagues  weren’t 
 there to talk with him, they  were influencing the way he thought. This preoc-
cupation is reflected in Newton’s publication choices. When he published his 
revolutionary ideas, Newton made sure his colleagues would be convinced, 
even if that meant not reaching a broader audience. While the first version of 
the Principia was written “in a popu lar method, that it might be read by many,” 
Newton then realized that “such as had not sufficiently entered into the princi-
ples could not easily discern the strength of the consequences, nor lay aside 
the prejudices to which they had been many years accustomed” and so, “to 
prevent the disputes which might be raised upon such accounts,” he “chose 
to reduce the substance of this book into the form of Propositions (in the 
mathematical way).”33

By contrast, in his alchemical pursuits, Newton lacked serious interlocu-
tors: at the time  there  were only a “few ‘chemical phi los o phers’ besides 
J. B. van Helmont, long dead, Robert Boyle, and Isaac Newton.”34 Moreover, 
the  whole topic was shrouded in secrecy. Newton “intend[ed] not to publish 
anything”35 on this subject, and he complained about Boyle keeping his 
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 recipes to himself.36 At Boyle’s death, Newton asked John Locke, who was 
one of Boyle’s executors, to share some of Boyle’s previously hidden notes, 
while forcefully denying that they contained anything valuable.37 Such a social 
context put no pressure on Newton to produce strong arguments, and pro-
vided him with  little possibility to anticipate counterarguments anyway.

When reasoning about gravity, Newton had to convince a community of 
well- informed and skeptical peers. He was forced to develop better arguments. 
When reasoning about alchemy,  there  were no such checks. The same bril-
liant mind reasoning on its own went nowhere.



Phi los o phers have depicted reason as a superior power of the  human mind. 
Experimental psychologists have suggested that this superpower is, alas, 
badly flawed. From an evolutionary point of view, the idea of a flawed super-
power makes  little sense. So, we set out to rethink what reason is and what it 
is for.

What Reason Is (and  Isn’t)

Reason is, we argued, one module of inference among many. Inferential mod-
ules are specialized: they each have a narrow domain of competence and they 
use procedures adapted to their narrow domain. This contrasts with the old 
and still dominant view that all inference is done by means of the same logic 
(or the same probability calculus, or logic plus probabilities).

But  isn’t reason characterized by the fact that it is general? How, then, could 
it be a specialized inference module? The first part of our answer— let’s not 
rush— has been to insist that reason is indeed specialized; it draws intuitive 
inferences just about reasons.

Reason draws inferences about reasons? This may look like a vague truism 
or a cheap play on words (at least in En glish and in Romance languages, where 
a single word of Latin origin refers both to the faculty of reason and to rea-
sons as motives). Yet in the history of philosophy and of psy chol ogy, reason 
and reasons have been studied as two quite distinct topics. So the hypothesis 
that what reason does is draw inference about reasons, far from being a truism, 
is a serious challenge to dominant views. But how does it help?

Conclusion: In Praise of Reason  after All
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True,  humans can reason about any topic whatsoever. How can a mecha-
nism that draws intuitive inferences just about reasons be the mechanism 
of reason itself ? The second part of our answer has been that the reason 
module produces not only intuitive conclusions about reasons— and indeed 
only about reasons. In  doing so, it also indirectly produces reflective conclu-
sions about the  things reasons are themselves about. Since reasons may be 
about anything— rabbits, rain, boats,  people, law, or numbers— reason may, 
indirectly, produce reflective conclusions about all kinds of topics.

So, for instance, if  there are dark clouds in the sky and you want to go out, 
you might intuit, “It might rain. This is a strong reason to take my umbrella.” 
When, on the basis of that intuition, you decide to take your umbrella, your 
decision is an indirect, reflective conclusion of your intuitive inference. Your 
intuition was about the strength of a reason; your reflective decision is about 
taking your umbrella.

Instead of assuming that intuition and reasoning must be produced by two 
quite diff er ent types of mechanisms—an old idea currently refurbished in dual 
pro cess theories—we show how reasoning itself can be achieved by an intui-
tive inference mechanism. The mechanism is highly specialized but it indi-
rectly contributes to our ideas in all domains: it has what we called “virtual 
domain- generality.”

Compare: the mechanism of visual perception is highly specialized. It pro-
cesses patterns of stimulation on the ret ina caused by photons and draws 
unconscious inferences on the  things in the environment that may have emitted 
or reflected  these photons. Not in spite of its high specialization but thanks 
to it, vision indirectly contributes to most of our thoughts and decisions. Vi-
sion and reason are specialized in very diff er ent ways, but they both exem-
plify virtual domain- generality.

The procedures of vision exploit regularities in the way objects reflect light 
in a normal environment, such as the fact that light generally come from above, 
and more specific regularities concerning types of objects, such as the fact that 
 faces are generally seen upright. Similarly, the procedures of reason exploit 
properties of reasons in general, for example, relevance, clarity, or strength; 
they also exploit properties of specific types of reasons, for example, the force of 
pre ce dent in reasons concerning coordination, from parent- children rela-
tionships to  legal  matters.
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We show, in other terms, how reason fits among other modules of intuitive 
inference rather than being a towering superpower. Notwithstanding its vir-
tual domain generality, reason is not a broad- use adaptation that would be ad-
vantageous to all kinds of animal species. Reasons, we argued, are for social 
consumption. Reason is an adaptation to the hypersocial niche  humans have 
built for themselves. First part of the enigma of reason solved.

What Reason Is (and  Isn’t) For

We have been working together on reason for more than ten years. While our 
account of the mechanisms of reason is developed for the first time in this 
book, we have been presenting our earlier work on the function of reason—
the “argumentative theory of reasoning”—in a number of publications and 
conferences.

Most of the phi los o phers and psychologists we talked to endorse some 
version of the dominant intellectualist view: they see reason as a means to 
improve individual cognition and arrive on one’s own at better beliefs and 
decisions. Reason, they take for granted, should be objective and demanding. 
Still, when we pres ent evidence that, on the contrary, reason is hopelessly 
biased and lazy, they accept it without a hitch. Indeed, many of them are fa-
miliar with this evidence— some have even contributed to collecting it.

Reading this book, you might have felt somewhat the same way. When you 
discovered Bertillon’s system or read about Pauling’s obsession with vitamin 
C, you might have been more entertained than surprised. Psy chol ogy books 
make their hay showcasing  human biases—as we did in Chapters 11 to 14. This 
has become part of pop scientific culture. In a way, we all know how biased 
and limited reason is— well, other  people’s reason at least.

We are as good at recognizing biases in  others as we are bad at acknowl-
edging our own.1 Perhaps this explains why many  people can both hold onto 
an intellectualist position (for themselves and some kindred spirits) and firmly 
believe that reason is biased and lazy (particularly in individuals who disagree 
with them).

Actually, the usual defenses of the intellectualist approach to reason are 
themselves good examples of biased and lazy reasoning. It is an undisputed 
fact that individual reasoning is rarely if ever objective and impartial as it should 



be if the intellectualist approach  were right. In discussing what to do with this 
mismatch between theory and evidence, the possibility that the approach 
itself might be mistaken is rarely considered. Failures of reasoning are lazily 
explained by vari ous interfering  factors and by weaknesses of reason itself. 
Again, this  doesn’t make much evolutionary sense. A genuine adaptation is 
adaptive; a genuine function functions.

In our interactionist account, reason’s bias and laziness  aren’t flaws; they 
are features that help reason fulfill its function.  People are biased to find rea-
sons that support their point of view  because this is how they can justify their 
actions and convince  others to share their beliefs. You cannot justify yourself 
by presenting reasons that undermine your justification. You cannot convince 
 others to change their minds by giving them arguments for the view you want 
them to abandon or against the view you want them to adopt. And if  people 
reason lazily, it is  because, in typical interactions, this is the most efficient way 
to proceed. Instead of laboring hard to anticipate counterarguments, it is gen-
erally more efficient to wait for your interlocutors to provide them (if they 
ever do).

Reason properly understood as a tool for social interaction is certainly not 
perfect, but flawed it is not. Second part of the enigma of reason solved.

While the argumentative theory of reasoning has been generally well re-
ceived, it has often been misunderstood in two ways not just by  people crit-
ical of the theory but also— and this has been more worrying—by  people who 
 were attracted to it.

A first misunderstanding that we encountered again and again consists in 
attributing to us the view that argumentation is just a way to manipulate and 
deceive  others and that it has no real intellectual merit. This very cynical view 
of reasoning and argumentation must have some appeal— possibly that of 
making one feel superior to naïve ordinary folks. To the risk of disappointing 
some of our readers, this is a view we do not hold and a cynicism we do not 
share.

Of course,  people are sometimes deceived by an argument. This can 
happen, however, only  because most arguments are not deceitful and are easier 
to evaluate than just would-be authoritative pronouncements. Without the 
possibility to objectively evaluate arguments, why would anybody ever take 
an argument seriously? Reasoning is not only a tool for producing arguments 

Conclusion 331



332 Conclusion

to convince  others; it is also, and no less importantly, a tool for evaluating the 
arguments  others produce to convince us. The capacity to produce arguments 
could evolve only in tandem with the capacity to evaluate them.

Intellectualists are committed to the view that reason should be demanding 
and objective both in the production and in the evaluation of arguments. They 
cannot but observe with resignation that  human reason actually is not up to 
what it should be.

The interactionist approach, on the other hand, makes two contrasting pre-
dictions. In the production of arguments, we should be biased and lazy; in 
the evaluation of arguments, we should be demanding and objective— 
demanding so as not to be deceived by poor or fallacious arguments into 
accepting false ideas, objective so as to be ready to revise our ideas when 
presented with good reasons why we should.

The first prediction— that the production of reasons is lazy and biased—is 
not, strictly speaking, a prediction at all. The data we “predicted,” or rather 
retrodicted,  were already  there in full view. What the interactionist ap-
proach does (and the intellectualist approach fails to do) is make sense of 
this evidence.

The second prediction— that evaluation is demanding and objective—is a 
genuine prediction.  There is hardly any direct evidence on the issue in the 
lit er a ture, and the  little  there is is inconclusive. This second prediction is 
original to the interactionist approach. Ask an intellectualist psychologist of 
reasoning to predict  whether  people  will be better at producing or evaluating 
arguments, and chances are your interlocutor  won’t predict any difference or 
 won’t even see the rationale of the question.

Just as widespread as the view that  people—at least other  people— are bi-
ased and lazy is the view that they are gullible: they accept the most blatantly 
fallacious arguments; and that they are pigheaded: they reject perfectly valid 
arguments. If  people  were both gullible and pigheaded, it would be all too easy 
to spread false new ideas and all too difficult to dispel old mistaken views. The 
exchange of ideas would, if anything,  favor bad ideas. This pessimistic view 
is widely shared. Group discussion, in par tic u lar, is often reviled,2 an attitude 
well expressed by the saying, “A camel is a  horse designed by a committee.”

Actually, camels are a marvel of nature, group discussions often work quite 
well, and the study of  these discussions provides good indirect evidence in 



 favor of our second prediction. In prob lem solving, the per for mance of a group 
tends to be much better than the average individual per for mance of the group’s 
members and, in some cases, even better than the individual per for mance of 
any of its members:  people can find together solutions that none of them could 
find individually. We reviewed some of this evidence in Chapter 15.3  There is 
much further evidence in the lit er a ture supporting our prediction that  people 
are more demanding and objective in evaluation than in production. This evi-
dence is, alas, indirect. We have begun, however, testing our prediction di-
rectly. Stay tuned!

In this book, we have highlighted the remarkable success of reasoning in a 
group. This, however, had often given rise to a second misunderstanding of 
our approach.

According to the interactionist approach, reason  didn’t evolve to enhance 
thinking on one’s own but as a tool for social interaction. We produce rea-
sons to justify ourselves and to convince  others. This exchange of reasons may 
benefit  every interlocutor individually. It may also, on some occasions, ben-
efit a group. Why not envisage, then, that the exchange of reasons and the 
mechanism of reason itself could have evolved for the benefit of the group 
rather than for the benefit of individuals?

The idea that Darwinian se lection works at several levels and in par tic u lar 
at the level of groups has been much developed and discussed lately. It has 
been argued in par tic u lar that group- level se lection has played a major evolu-
tionary role in making  human cooperation and morality pos si ble.4  Couldn’t the 
evolution of reason, then, be a case of group- level rather than individual- level 
se lection for cognitive cooperation? No, ours is definitely not a group- level 
se lection hypothesis. In fact, it would be inconsistent with the interactionist 
approach to reason to think of it as a group- level adaptation.

Group- level se lection  favors the pursuit of collective benefits over that of 
individual benefits. Reason as we have described it is, by contrast, a mecha-
nism for the pursuit of individual benefits. An individual stands to benefit from 
having her justifications accepted by  others and from producing arguments 
that influence  others. She also stands to benefit from evaluating objectively 
the justifications and arguments presented by  others and from accepting or 
rejecting them on the basis of such an evaluation.  These benefits are achieved 
in social interaction, but they are individual benefits all the same.
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In interactions where reasons play a role, the  people interacting may have 
converging or diverging interests. The exchange of reasons may play an impor-
tant role in  either case. Argumentation, for instance, plays a major role in 
negotiations, where interests diverge, often quite strongly. To the extent that 
members of a group share their interests, they can trust one another, and 
 people who trust one another have a very reduced use or no use at all for 
justifications and arguments. Group se lection would  favor systematic trust 
and trustworthiness in a group. Reason as we describe it is an adaptation to 
social life where trust has to be earned and remains limited and fragile.

Group discussion is not always efficient. When  people have their ideas 
closely aligned to start with, it leads to polarization. When  people start with 
conflicting ideas and no common goal, it tends to exacerbate differences. 
Group discussion is typically beneficial when participants have diff er ent 
ideas and a common goal. The collective benefits reaped in such cases should 
be seen, we suggest, as a side effect of a mechanism that serves individual 
interests.

To say as we do that reason is an individual- level rather than a group- level 
adaptation  doesn’t mean that it has consequences only for individuals and not 
for social groups and networks. In Chapters 17 and 18, we have evoked vari ous 
ways in which the individual dispositions of many reasoners can be harnessed 
for moral, po liti cal, or scientific goals. More generally, an issue well worth in-
vestigating is that of the population- scale effects of this individual disposi-
tion. What role does reason play in the success or failure of diff er ent cultural 
ideas and practices? Conversely, while we have shown that reason is a  human 
universal, much more must be done to find out to what extent and in which 
ways it can be harnessed, enriched, and codified differently in vari ous cultural 
traditions (the cultural history of logics being only one quite in ter est ing as-
pect of the question).

And now to conclude this conclusion: reason has stood for far too long on 
a broken pedestal, overhanging other faculties but with an awkward tilt. What 
we hope to have done is put it back where it belongs, level with other cognitive 
mechanisms but quite upright, and, as other evolved mechanisms, power ful 
in complex and subtle ways— and endlessly fascinating.
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 24. Haidt 2001, p. 814; see Haidt, Bjorklund, and Murphy 2000.
 25. On the limits of the moral dumbfounding effect, see Royzman, Kim, and Leeman 
2015.
 26. Drawn from Piaget 1932, adapted by Leman and Duveen 1999, p. 575.
 27. Leman and Duveen 1999.
 28. Huntington 1993, p. 9.
 29.  Unless one counts voting with one’s feet; see Conradt and Roper 2005.
 30. Sen 2003.
 31. Mandela 1994, p. 21.
 32. E.g., Bessette 1980; Cohen 1989.
 33. E.g., Fishkin 2009; for more references, see Landemore 2013; Mercier and Lande-
more 2012.
 34. Luskin et al. 2014.
 35. Drescher 2009, p. 207.
 36. Ibid., p. 224.
 37. Richard Miles, quoted in Sanderson 1972, pp. 68, 71; see also Hochschild 2006.
 38. Long 1774; see also Perry 2012.
 39. Hochschild 2006, p. 223.
 40. Perry 2012, p. 95.
 41. Ibid., p. 90.
 42. Cited in Swaminathan 2016.
 43. Drescher 2009, p. 213.
 44. See Carey 2005, pp. 85ff.
 45. Drescher 1990, p. 566.
 46. Wilberforce 1789.
 47. Ibid., p. 52, cited in Perry 2012.
 48. Long 1744, p. 437, cited in Perry 2012.

18. Solitary Geniuses?

 1. Heisenberg 1952, p. 30.
 2. Cited in Shapin 1991, p. 194.
 3. Planck 1968, pp. 33–34, cited in Kuhn 1962.
 4. Mahoney and DeMonbreun 1977.
 5. Mahoney 1977.
 6. Dunbar 1995.
 7. Kuhn 1962, p. 152.
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 9. Studies reviewed by Wray 2011, who concludes that “Planck’s princi ple is a myth. 
Older scientists are not especially resistant to change” (p. 190).
 10. Cohen 1985, p. 468.
 11. Cited in Cohen 1985, p. 472.
 12. Rorty 1991.
 13. Hull, Tessner, and Diamond 1978; Kitcher 1993; Levin, Stephan, and Walker 1995.
 14. Oreskes 1988; for other examples, see Kitcher 1993; Wootton 2006.
 15. Citations from Thomas 1971.
 16. King 1991.
 17. Cited in Steven and Schaffer 1985.
 18. Ibid., p. 75.
 19. Dunbar 1995, p. 380.
 20. Csikszentmihalyi and Sawyer 1995, p. 347.
 21. Kahneman 2011, p. 40.
 22. Beller 2001, pp. 103–104.
 23. Ibid., pp 65–102.
 24. See also Zamora Bonilla 2006.
 25. Azzouni 2007.
 26. Mancosu 1999.
 27. Gessen 2009.
 28. Westfall 1983, p. x.
 29. See Fara 2002.
 30. Priestley 1786, p. 346.
 31. Cited in Hall 1996, p. 188.
 32. Cited in ibid., p. 187.
 33.  Here Newton talks about book 3 of his Principia. The quotes are from the intro-
duction to book 3.
 34. Hall 1996, p. 196.
 35. At least that’s what he seems to have admitted to a colleague; cited in Hall 1996, 
p. 184.
 36. Hall 1996, p. 199.
 37. Principe 2004.

Conclusion

 1. Pronin 2007.
 2. Mercier, Trouche, et al. 2015.
 3. For instance, the data show that group discussion allows the perfect or nearly per-
fect spread of the correct solution to manageable logical or mathematical prob lems 
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(Claidière, Trouche, and Mercier submitted; Laughlin 2011; Trouche, Sander, and Mer-
cier 2014). It allows group members to reach a better collective answer than that reached 
by the best group member individually for some inductive prob lems (Laughlin 2011). It 
allows pupils and students to do better on a wide variety of school tasks ( Johnson and 
Johnson 2009; Slavin 1995). It allows jurors to deliver better verdicts (Hastie, Penrod, 
and Pennington 1983). It allows scientists to discard mistaken hypotheses and form new 
ones (Dunbar 1997). It allows citizens to reach better- informed opinions (Fishkin 2009). 
It allows doctors and medical students to make better diagnoses (Kesson et al. 2012; Reimer, 
Russell, and Roland 2016). It allows forecasters to make better po liti cal and economic 
forecasts (Mellers et al. 2014). It allows group members to make more rational strategic 
decisions (Kugler, Kausel, and Kocher 2012). It allows investors to make better invest-
ments (Cheung and Palan 2012). And it allows good ideas to spread among scientists and 
in the general public (Chanel et al. 2011; Kitcher 1993; Wootton 2015).
 4. For instance, Boyd et al. 2003; Sober and Wilson 1998. For an alternative view, see 
Baumard, André, and Sperber 2013.
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